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Abstract—Anominally circular 2-D broadband acoustic array of
1.3-m diameter, comprising 508 sensors and associated electronics,
was designed, built, and tested for ambient noise imaging (ANI)
potential in Singapore waters. The system, named Remotely Op-
erated Mobile Ambient Noise Imaging System (ROMANIS), oper-
ates over 25–85 kHz, streaming real-time data at 1.6 Gb/s over a
fiber optic link. By using sensors that are much larger than half-
wavelength at the highest frequency of interest, so with some di-
rectionality, good beamforming performance is obtained with a
small number of sensors compared to a conventional half-wave-
length-spaced array. A data acquisition system consisting of eight
single-board computers enables synchronous data collection from
all 508 sensors. A dry-coupled neoprene cover is used to encapsu-
late the ceramic elements as an alternative to potting or oil filling,
for easier maintenance. Beamforming is performed in real-time
using parallel computing on a graphics processing unit (GPU). Ex-
periments conducted in Singapore waters yielded images of un-
derwater objects at much larger ranges and with better resolution
than any previous ANI system. Although ROMANIS was designed
for ANI, the array may be valuable in many other applications re-
quiring a broadband underwater acoustic receiving array.
Index Terms—Ambient noise imaging (ANI), broadband array

design, underwater acoustics, data acquisition.

I. INTRODUCTION

T HE idea of using ambient noise for underwater imaging
applications has been explored by several researchers

[1]–[6]. The first ambient noise imaging (ANI) camera, the
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Acoustic Daylight Ocean Noise Imaging System (ADONIS),
was successfully built and tested in 1994 at the Scripps Institute
of Oceanography (La Jolla, CA, USA) [7]. Since then, two other
ANI systems have been built: the Remotely Operated Mobile
Ambient Noise Imaging System (ROMANIS), at the Acoustic
Research Laboratory (ARL), National University of Singapore
(NUS, Singapore), and the imaging array built at the Defence
Science and Technology Organization (DSTO, Maritime Oper-
ations Division, Sydney, Australia) [8]. A fourth ANI system
is currently being developed at the National Defense Academy
(Yokosuka, Japan) [9]. Table I shows a comparison of various
attributes of the four imaging systems.
The ADONIS system was able to produce images of under-

water objects, both static and moving, at ranges of about 40
m, using ambient noise as the main source of illumination [7].
It was also able to discriminate, to some extent, between var-
ious materials of the object through “acoustic color” processing.
Nevertheless, due to the specific system design decisions, it had
several limitations. The frequency spectrum for each beam was
estimated using an analog filter, which was switched to each of
the 16 frequencies used for imaging in turn. Allowing for set-
tling time and an extra period at the end of each frame cycle, a
lot of data were effectively discarded. The frame rate was too
low to track rapid temporal features of ambient noise. Finally,
as energy estimates in frequency bins were recorded, phase in-
formation was effectively discarded. Therefore, only incoherent
imaging algorithms using first- and second-order statistics of the
energy could be applied [10].
With regard to the Australian and Japanese ANI systems, per-

formance evaluations are not available in the open literature at
present.
In 1998, we initiated the development of ROMANIS—a

second-generation broadband ANI camera that could effec-
tively address many of the limitations of ADONIS. After four
years of development work, the first prototype ROMANIS array
was completed in 2002. Data collected during a deployment in
Singapore waters in 2003 produced an image of an underwater
object at about 70-m range [11]. Although this preliminary
result was encouraging, ROMANIS was plagued by electronic
stability problems due to the large power consumption and
related thermal issues and the extremely high data acquisition
rate. Further, the computing technologies available at that time
did not permit real-time analysis of the data. Post-processing
took hours of computing time for each second of collected data.
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As new and faster technologies became available, solutions to
these problems became feasible. The electronics and software
of the ROMANIS system were completely refurbished in 2009
to deliver efficient and reliable operation [12], [13]. Newer and
faster processing platforms coupled with optimized algorithms
allowed near-real-time imaging in the field. In March 2010, the
upgraded ROMANIS system was deployed for testing in Sin-
gapore waters. Data collected during this experiment allowed
us to apply novel algorithms to produce high-quality acoustic
images and videos of various underwater objects, and in some
cases determine the range to those objects passively [14].
In a decade of research and development of ROMANIS to-

ward a reliable, maintainable, and near-real-time ANI system,
several novel ideas in terms of sparse array design, mechan-
ical encapsulation using dry coupling, distributed data acqui-
sition, and highly parallelized beamforming on a graphical pro-
cessing unit (GPU) were developed. In this paper, we provide
an overview of the key design features of ROMANIS as well
as some of the results of ANI from a local field trial conducted
in 2010. Many of the design ideas presented here may also be
applied to other systems that require high-speed (gigabits per
second) data acquisition and real-time processing capability.
Section II focuses on the array design for optimal beam-

forming performance. This is followed by details of the
electronics needed to acquire the data from the array in Sec-
tion III. Section IV provides details of the mechanical design
and encapsulation of the sensors. In Section V, the design of
the distributed data acquisition and GPU-based beamforming
software architecture is presented. Section VI presents some
results from the 2010 field experiments. Finally, Section VII
draws conclusions and presents some future directions for the
research.

II. ARRAY DESIGN

The sensor array or “acoustic eye” of ROMANIS was a key
part of the overall design. The main considerations were to ob-
tain a wide frequency band of operation with the best possible
angular resolution within an overall package that was as com-
pact as possible. The original idea was that the array should be a
conformal array on a mobile underwater vehicle. It quickly be-
came clear that a 3-D conformal array, coupled with the consid-
erable other challenges associated with the very high data rate,
would be too great an engineering challenge to take on in one
step. Therefore, ROMANIS was designed as a flat, static array
as an intermediate step to this goal.
It is well known that snapping shrimp are the major contrib-

utors to high-frequency ambient noise in warm shallow waters
and that their acoustic spectrum spans a wide frequency band
[15], [16]. For a given aperture size, higher frequencies provide
better resolution at the cost of lower effective range as a result
of increased attenuation. The use of high frequencies also incurs
the need for a higher sampling rate and hence computational
power for processing. The anticipated effective imaging range
using frequencies above about 85 kHz was expected to drop
below 50 m due to absorption. Below 25 kHz, the resolution of a
1.3-m array drops to about 5 m at 100-m range, which was con-
sidered borderline useful, most objects of interest having char-
acteristic dimensions of this size or smaller. Since considerable

energy from snapping shrimp is available in the 25–85-kHz fre-
quency band [17], [18], we selected this band for ROMANIS
operation.
Our objective was to be able to resolve a 1-m target at 80-m

range, corresponding to an angular resolution of roughly
. This requires a circular planar array aperture of about

1.3-m diameter at the highest frequency of operation. Taking
the traditional approach of building a fully populated array with
omnidirectional sensors at half-wavelength spacing would re-
quire more than 17 000 sensors, each sampled at a minimum of
170 kSa/s. This was obviously prohibitive in cost and required
high computing power. Therefore, we sought ways to reduce the
number of sensors. ADONIS had achieved this by performing
analog beamforming using a reflector. We wanted to retain the
phase information for more sophisticated processing, so were
obliged to accept the necessity of a sparse array, since neither
the aperture nor the frequency could be reduced without com-
promising resolution. We estimated about 500 sensors to be the
limit of what was achievable within the technology available at
an acceptable cost, and set out to design a sparse array of 1.3-m
diameter that would provide good beamforming performance.
It is well known that sparse arrays exhibit grating lobes due

to spatial aliasing. In the case of digitally beamforming a set
of identical directional elements, the final beampattern obtained
is the product of the directivity of individual elements and the
beamformer performance for point-like sensors [19]. If element
directionality is derived from the geometric shape and size of
the receiving ceramics, then in the case where the ceramic el-
ements can be tessellated, without any gaps in the sensing sur-
face, it is easy to show that for broadside beamforming the first
null of the element directivity falls on the first grating lobe of
the digital beamforming output, as illustrated in Fig. 1 for our
rectangular elements placed side by side. In this way, providing
the entire 2-D sensor surface fully populated by sensors (of any
size and shape that will tesselate), there is no performance loss
when beamforming broadside, perpendicular to the element sur-
face, compared to a fully populated array or single monolithic
piston sensor. Once the digital beamformer is steered off-broad-
side, however, the grating lobes move out of the element nulls
(unless these are also physically steered tomatch) and the degra-
dation of main to grating lobe sensitivity eventually becomes a
problem [20].
To reduce the grating lobe problem, we investigated the pos-

sible advantage of pseudorandomly placing the individual ele-
ments, rather than arranging them in a rectilinear grid. It is well
known that in the case of point-like sensors (with dimensions
much less than the interelement spacing and hence of negli-
gible directionality) a pseudorandom placement yields advan-
tages. This is because, for a regular periodically spaced array,
the spatial aliasing due to the spacing of each pair of sensors oc-
curs at the same angle for a given frequency. By using aperiodic
spacing, aliasing occurs at different angles for different sensor
pairs and thus the grating lobes tend to become “smeared out”
over angle.
In our case, we wanted only a limited field of view (FoV) cen-

tered on broadside. In this case, the directionality of elements
that were of comparable size to the interelement spacing gave
significant benefits, outperforming the pseudorandom spacing
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TABLE I
COMPARISON OF ANI SYSTEMS

of point-like sensors. But it seemed that we might yet benefit
from a hybrid approach, with physically large sensors that were
also perturbed about their nominal regular grid-like placement
to mitigate grating lobe artefacts. We investigated this possi-
bility by running a simulated annealing optimization process,
combinedwith elements of a genetic optimization algorithm and
principal component analysis, to search the performance space
(in terms of central beam sensitivity, beamwidth, andmain beam
to first sidelobe signal-to-noise ratio) as a function of place-
ment of the 500 sensors [20]. While these numerical experi-
ments (which took several weeks, running in parallel on several
computers) were largely unsupervised, they tended to converge
on solutions that pointed to two primary factors to optimize per-
formance:
1) the ideal offset from a regular grid-like arrangement con-

verged to an integer multiple of the half-wavelength at the
highest frequency of operation (8.5 mm);

2) if “gaps” opened up in the sensing surface, these caused
a loss of performance that outweighed the benefits of the
aperiodic element offsets that caused the gap(s).

As a result, we saw time and again that the best results from
the optimization processes converged on a contiguous place-
ment of elements, as if they had been “pushed together” to
leave as few gaps as possible, with elements forming rows or
columns that were offset, like geological strike-slip faultlines,
by integermultiples of half-wavelength at 85 kHz (8.5mm). The
half-wavelength offset made intuitive sense, since this would be
the optimal spacing if the array were not obliged to be sparse. If
gaps were not to be tolerated, however, offsets could only be ap-
plied either in rows, or, alternatively, columns. Since we wanted
a “letterbox” FoV (i.e., a FoV that is wider than it is high)
the main grating lobe problem appeared in azimuth, rather than
in elevation. Therefore, it seemed better to create contiguous
rows of elements, and stagger these rows by multiples of 8.5

mm, attempting to populate all possible offsets (8.5, 17, 25.5,
34.0, 42.5 mm) for the 50-mm square sensors (separated one
from another by approximately 1 mm of Corprene insulation) as
evenly as possible. When such an element map was generated,
as illustrated in Fig. 2, it indeed tested as performing better than
any of the simulated annealing results. Even though we were
not able to state and solve a closed analytical form for this task,
the numerical simulation and optimization process guided us
to an intuitive understanding of the optimization that enabled a
better solution to be found than could be obtained from numer-
ical work alone. Fig. 3 illustrates the simulated beamforming
performance of the array shown in Fig. 2 for two specific fre-
quencies and along the broadside and edges of FoV. We were
able to achieve an angular resolution of about 0.7 0.7 across
a FoV of about 17 8.5 , at the highest frequency of operation.
For the shallow waters of Singapore where depths are typically
less than 40 m and anticipated ranges are of the order 100 m,
this “letterbox” format FoV provides excellent coverage.
The sensors selected for the ROMANIS array were EC-97

ceramic tiles from EDO Ceramics Corporation (now part of
ITT Corporation, White Plains, NY, USA). Each sensor is a
49.53 mm 49.53 mm tile with a thickness of 12.7 mm and
weighs about 150 g. These sensors respond to pressure changes
only in one plane. This allowed the ceramics to be encapsulated
without decoupling pressure release material. Each sensor has
a sensitivity of about 190 dB ( 1.5 dB) re 1 V/ Pa across
the band of interest. The sensor exhibits a sharp resonance-re-
lated phase nonlinearity at around 49.5 kHz, and hence a small
band around this frequency is not used in data processing. Each
sensor module is fitted with a dual-channel preamplifier directly
mounted onto the rear of the ceramic, separated only by a de-
coupling plate. The sensors are mounted on a 1 mm thick steel
plate with a Corprene sheet for acoustic decoupling. The sides
of the sensors in the modules (excluding the face) are also lined
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Fig. 1. Directional array beampattern is formed as a product of the omnidirectional array beampattern and the sensor directionality [20]. When the array is steered
toward broadside, as shown in (a), the grating lobes of the omnidirectional array beampattern fall into the nulls of the sensor beampattern and are therefore can-
celed. When the array is steered away from broadside, as shown in (b), the grating lobes move but the sensor directionality does not change. This leads to poorer
performance as the grating lobes are not completely canceled by the nulls in the sensor directionality.

Fig. 2. Sensor placement of ROMANIS array. Rows of sensor modules (pairs
of adjacent sensors placed vertically) are offset from each other to enhance
beamformig performance

with a 1 mm thick layer of Corprene for acoustic baffling and
electrical isolation. Photographs of the sensor module with its
preamplifier and the sensor array are shown in Fig. 4. Further
assembly details of the array are covered in Section IV.

III. ELECTRONIC DESIGN

A. Data Acquisition
The data acquisition system was required to sample and

record data from all the 508 sensors simultaneously to preserve
the phase information. This is important for beamforming and

other coherent processing. To avoid temporal aliasing at the
highest frequency of operation (85 kHz), a sampling frequency
of at least 170 kHz per channel is necessary. We chose a slightly
higher sampling rate of 196 kHz with sigma–delta anti-aliasing
filters. For 16-bit samples, the overall data acquisition and
streaming requires about 1.6 Gb/s. There were no off-the-shelf
solutions available to meet these data acquisition and transfer
needs when ROMANIS was designed (1997–1999). Therefore,
a customized solution was developed.
In the first version of ROMANIS, the data acquisition and

management was implemented using fiber channel arbitrated
loop (FC-AL) technology, the only high-bandwidth data acqui-
sition and streaming solution that was available at that time.
Though the technology was in its infancy, we successfully
implemented the FC-AL solution and demonstrated ROMANIS
in the field [21]. However, the system suffered from reliability
problems due to both hardware and software limitations. Large
power dissipation needs further limited the endurance of the
system for field operations. Therefore, ROMANIS was rebuilt
in 2009 and the FC-AL technology was replaced by the more
recent yet robust and widely used gigabit ethernet technology.
This approach, along with the availability of high-speed and
low-power embedded processors, resulted in a reduction in
power consumption of about 70%.
The signal conditioning electronics are built around a very

low noise preamplifier, LT1169, from Linear Technology (Ben-
salem, PA, USA) with a fixed gain of 20 dB. It has low voltage
noise as well as very low current noise, both of which are im-
portant when working with high impedance sensors. The device
provides dual preamplifiers within a very small package. An-
other low voltage noise amplifier, AD797 from Analog Devices
(Norwood, MA, USA), with a gain of 26 dB followed the low
noise preamplifier to provide an overall gain of 46 dB for the
signal conditioning stage. A 3-bit digitally programmable gain
amplifier (PGA), LTC6910-2, provides further gain adjustments




