A semi-supervised learning approach to polymetallic nodule parameter modeling
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I. INTRODUCTION

The search for metal resources to meet industry demands is now slowly turning towards the oceans. In the northeast Pacific, the region between the Clarion and Clipperton fracture zones named Clarion-Clipperton zone (CCZ) offers hope in the form of polymetallic nodule (PMN) deposits [1]. These are found on the seabed at depths of several kilometers, and have been identified as a significant untapped resource for metals such as manganese, cobalt, nickel (Ni), lithium, titanium and even rare-earth metals [2], [3].

Though the CCZ is a vast area [1], the PMN deposits here have only been sparsely explored. In order to gauge the resources here for exploitation purposes, we require an approach that can spatially model the resource potential using the sparse data available [1], [4]. This can be done by going beyond interpolation of known nodule parameter data, and developing a model that incorporates information on the mechanism of nodules formation. This includes the effect of factors such as local topography, sediment, surface net primary productivity (NPP) and distance from the metal sources [1]. Topography has been shown to be a crucial factor in determining the quantity and quality of PMN at a site [5], [6].

Spatial modeling has been explored earlier in the literature [1], [4], [7], [8]. A report by the International seabed authority [1] presented a supervised learning (SL) based model using an artificial neural network (ANN) [9], which is a powerful tool for characterizing underlying variations encountered in data. It used topography as a feature by classifying it into categories such as abyssal seamounts and ridges. An approach introduced later represented the local topography in terms of numerical quantities representing the depth and depth gradients at the location being modeled [4]. In a follow-up work to this, we discussed the uncertainty associated with predictions made using this model [10].

SL-based modeling of the nodule parameters at a given location could be more effective if the bathymetric information available around that location is efficiently used as features. However, this bathymetric data consists of many points and hence would constitute a feature set of large dimensions if used in a raw form. An SL-based model cannot be satisfactorily trained with so many features using the scarce amount of labeled nodule parameter data available, which is why hand-modeled features were used in previous works to characterize topography. However, depth gradients capture the information on topographic variations only in a few directions, whereas there may be more uncaptured variations in other directions around the point of interest. Also, depth gradients can only capture information on relatively smooth features that are sufficiently described by gradients up to order 2. These are some limitations of using the gradient-based method.

An approach gaining attention in the deep learning literature is to shift from using hand-modeled features, to features modeled via unsupervised learning (UL) techniques instead. When abundant data is available on the raw features we wish to represent (in this case, topography), these can be compressed via UL into a fewer number of efficient features for use in SL. In this semi-SL approach, UL is used as a prior step in order to extract features via dimensionality-reduction. UL techniques such as principal component analysis (PCA) have conventionally been used for dimensionality-reduction in the machine learning literature [11]. Recent advancements in ANN literature have shown that UL architectures such as autoencoders (AE) are able to outperform PCA and yield even better performance in dimensionality-reduction [11], [12].

We present an ANN-based approach to spatial modeling of nodule parameters which does not involve computation of depth gradients. Instead, we model the bathymetry around the point of interest by using UL, and compress the bathymetric information into a smaller number of features. We then use these features as inputs in SL modeling of the percentage of nickel by weight (Ni %), using an approach similar to ones...
presented earlier [1], [4]. Ours is overall a semi-SL approach, described in the schematic in Fig.1 (b), and we compare it to the (a) purely SL approach presented in earlier works.

The paper is organized as follows. In section II, we discuss the features used for spatial modeling of the nodule parameters. In section III, we discuss how UL can be used for topography characterization and feature extraction. In section IV, we discuss the results obtained from our semi-SL approach based on this feature extraction, and finally conclude the paper in section V.

II. FEATURES USED FOR MODELING

PMN are formed in deep-sea regions by entry of metal ions through a combination of diagenetic and hydrogenetic processes [13] around a nucleus. The metals reach the sea floor through a combination of terrigenous runoff, and biological and volcanogenic activity. Nodule formation at a location is affected by its depth, local topography, sedimentation rate, and biological activity at the sea surface by plankton which leads to supply of metals to the sea floor [6], [14], [15].

The features selected by us for SL modeling include the bathymetry and topography around the region being modeled, which will be discussed in detail in the next section. The other features we use for the modeling are discussed in the following. Table I lists out the open-domain sources from where we obtained data for the features and the nodule parameters modeled.

1) Distances from east Pacific rise and west coast of America: These indicate the distances of the location being modeled from the hypothesized sources of the metals. The metals from these sources undergo some dilution due to spreading as we move away from the sources [1]. We model this spreading as impacting the nodule parameters in a monotonic way. We follow the approach in [10] and force our ANN to learn a dependence of the form $c_i t_i^{p_i}$, where $c_i$ is a constant, $p_i < 0$ is a spreading-law exponent and $t_i$ is the minimum distance from the source considered. The subscript $i$ can take value of 1 indicating distance from the West coast of America, and a value of 2 indicating the distance from the east Pacific rise.

2) Net primary productivity: Net primary productivity (NPP) indicates the level of biological activity at the sea surface that contributes metals for nodule formation. It is defined as the flux rate of carbon in plankton due to biological processes [16]. NPP features for modeling were extracted from a carbon based productivity model [16].

3) Sediment type: We characterize the sediment-type at the location being modeled in terms of fractions of terrigenous material, pelagic clay, siliceous sediment and calcareous sediment. We assume that the sediment at any place can be fully characterized by these four types of content [4]. A limited amount of low-resolution data on sediment-type in CCZ is available on some online repositories, as mentioned in Table I. We interpret the information from these sources in terms of these 4 categories, and interpolate this information for use in regions where this data is unavailable.

III. UNSUPERVISED LEARNING FOR BATHYMETRY CHARACTERIZATION

We use UL to obtain a small number of features representing the bathymetric variation around a point. In our approach, we assume that the topographic variations affecting nodule genesis at a location are located within a 10 km x 10 km area surrounding it. Bathymetric information of any resolution available within this region is interpolated into a grid of 20 x 20 pixels. We aim to reduce the dimensionality of this grid (viz. 400) into a small set of features. One challenge in training a large ANN with many features is that it requires a large amount of data to yield effective results. Often, sufficient labeled data may not be available for this. For example, in our scenario we have obtained from the open domain a few hundred labeled data points on Ni % in CCZ nodules. This is not enough for learning a good dimensionality-reduction procedure for the 20 x 20 grid representing the surrounding bathymetry. However, we possess a large amount of unlabeled data on the features, viz. bathymetric information for the entire CCZ obtained from the open domain. We assume that a UL technique that can characterize bathymetric information from any grid within CCZ, would be useful in generating features for the SL for nodule parameter modeling within CCZ. We use this data to learn a good dimensionality-reduction encoder using UL.

A widely known method of dimensionality-reduction is PCA, which finds directions of greatest variance in the data, and represents each data point by its coordinates along each of these directions [11]. PCA’s limitation comes from its linearity, which allows representation of data only via linear projections onto a few reduced dimensions. Recently, a nonlinear generalization of PCA using ANN known as an AE has been developed, which allows efficient representation of data that lies on a lower-dimensional non-linear manifold [11].

An autoencoder is an ANN that aims to reproduce its input at its output. When used for dimensionality-reduction, an AE consists of two building blocks: an encoder and a decoder. The encoder accepts a large-dimensional vector at its input and has a few output units. The decoder accepts these units
as input and outputs a vector of the same dimensions as the encoder’s input. When the AE is trained to match its output and input, the bottleneck of few units bridging the encoder and decoder known as the latent space, holds a compressed representation of information. Once this is done, the encoder part of the trained AE can be used to effectively perform dimensionality-reduction on large-dimensional input data of similar type and dimensions. We utilize an AE architecture known as a convolutional AE [22]. This architecture taps into the power of convolutional neural networks in order to perform dimensionality-reduction [22]. Convolutional neural networks have been shown to be effective ANN architectures for image processing and characterization applications.

Previous works on ANN-based spatial modeling [4], [10] utilize a depth-gradient approach to characterize the topography in terms of a vector of 5 components: depth, and first and second order gradients in the cardinal directions. We can expand this feature set to 9 by including the first and second order gradients in the inter-cardinal directions, in order to try to capture more topographic information around the point.

We use a convolutional AE with the encoder consisting of 3 convolutional layers using filters of size $3 \times 3$ and of stride $1 \times 1$, each followed by max-pooling layers with similar sizes and stride except for the last one where the stride is of $2 \times 2$. The convolutional layers are followed by 2 fully connected layers consisting of 4000 units each. The latent space is set to be of dimension 5 or 9, so that the feature size is comparable to that used in the depth-gradient approach. The decoder’s architecture is the reverse of the encoder’s. The overall architecture is described in Fig. 2. We use exponential linear unit activation functions [23] throughout the network, except for the last layer where a sigmoid activation is used. We use the Xavier initializer for the weights and the Adam optimizer for training [24]. Noise is added to the input images in order to prevent overfitting by the AE. The AE and PCA are trained using 119500 data samples consisting of $10 \text{ km} \times 10 \text{ km}$ windows from around the CCZ. The validation set consists of 6635 samples, which are used to select the network and meta-parameters to use at the end of the training stage.

The cost functions that we select for the AE training are (1) maximum-absolute error and (2) mean-square error in reconstruction between the original and reconstructed bathymetric image pixels, averaged over all the images in the dataset considered. The maximum-absolute error is indicative of the worst case image reconstruction performance, whereas the mean-square error gauges the average-case performance. Note that PCA is designed to minimize the mean-square error using a linear projection, whereas for the AE we can choose any cost function. This versatility in choosing a wider range of cost functions to minimize apart from mean-square error alone, is one of the advantages of using an AE in addition to its nonlinearity. However, it is not obvious which of these metrics must be chosen in the UL stage in order to improve the subsequent SL modeling performance.

In Fig. 3 we plot images showing a comparison between the bathymetric variations around the location $12.25^\circ \text{N}, 120.15^\circ \text{W}$, and a map reconstructed from it by PCA and AE, both using 9 principal components/latent units into which the information is encoded. Two AEs are considered: one trained using the mean-square-error cost function, and one using the maximum-absolute error. The reconstructed maps are all fairly similar to the original one, suggesting that both PCA and AE are able to encode enough information into the 9 features which captures the surrounding bathymetry fairly well. In the case of this particular image, the reconstructions provided by the two AEs seem to better capture some of the finer variations from the original.

### IV. Results

We explore the effectiveness of different types of topographic features in predicting nodule parameters via the earlier outlined SL approaches [4]. We model the conditional Ni % in PMN found in the CCZ, and compare the performance of our semi- SL approach against the existing purely SL framework. Conditional Ni % is defined as percentage of Ni by weight in the nodules conditional on the presence of nodules at a location. This is a useful indicator in determining commercial feasibility of extracting this metal via nodule harvesting at a given site. Ni in nodule deposits is considered to be of economic interest [2].

We perform modeling of the Ni % using a 2-layer feedforward SL network, with the feedforward architecture described in previous works [4]. Our network consists of 2 hidden layers.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bathymetry</td>
<td>General bathymetric grid of the ocean [17], [18], Online databases at NCEI [19]</td>
</tr>
<tr>
<td>Sediment-type and Ni %</td>
<td>Online databases at NCEI [19], primarily the Seadas database, consisting of: The NOAA and MMS Marine Minerals Bibliography, Archive of Core and Site/Hole Data and Photographs from the Ocean Drilling Program, NOAA/NOS and USCGS Seabed Descriptions from Hydrographic Surveys, Index to Marine and Lacustrine Geological Samples, Archive of Core and Site/Hole Data and Photographs from the Integrated Ocean Drilling Program, Archive of Core and Site/Hole Data and Photographs from the Deep Sea Drilling Project and ISA Central Data Repository [20]</td>
</tr>
<tr>
<td>NPP (mg C/m²/day)</td>
<td>Oregon State University [21]</td>
</tr>
</tbody>
</table>
performs only marginally better than the latter (1.37%). Thus, the maximum-absolute error is not a suitable metric to choose in the unsupervised learning stage in this scenario, as it does not translate into significant gains during the SL modeling stage. The AE-based modeling shows improvement when the feature set is expanded, whereas PCA does not see much improvement. The gradient-based method degrades when this is done, possibly due to overfitting. Our results demonstrate the superiority of the semi-SL approach in enhancing the performance of spatial modeling of Ni %.

V. Conclusions

We outlined a semi-supervised learning based approach using an artificial neural network for spatial modeling of nodule parameters in the CCZ. This was built on existing work on spatial modeling, and made use of unsupervised learning to learn features representing the local topography. These features were then used in a supervised learning to model nodule parameters using labeled data.

We showed that it is possible to achieve better performance using the semi-supervised learning approach presented here, than with the purely supervised approach using hand-modeled gradient features. An unsupervised learning metric based on mean-square error works better than a maximum-absolute error metric in producing useful topographic features from bathymetric data. In the future, we can explore improvements in this approach by trying more metrics in the unsupervised learning. We can also attempt to boost the performance by following up the semi-supervised learning with a final end-to-end training step, where the AE/PCA network and the feedforward network are connected and supervised learning is performed to fine-tune the performance.
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ductive learning to model nodule parameters using labeled data.

with 2000 and 400 hidden units respectively, and one output neuron. We use rectified linear unit activation functions, Xavier initialization of the weights, and use the Adam optimizer for training. We perform training using 70% of the available labeled data points. The validation dataset comprising of 15% of the total data is used for selection of the final network to use at the end of the training stage. We impose L1 regularization of the weights, and the regularization factor is determined via a meta-parameter search across many candidate values. The topography features (5 or 9 in number) may be in the form of gradients or the encoded features obtained from PCA/AE.

The number of input features is indicated in the schematic in Fig. 1. We compare the effectiveness of the SL and semi-SL approaches in terms of their regression coefficient in Table II. This indicates the correlation of the trends in their predictions with the true nodule parameter values from a held-out test dataset. This test dataset comprises 15% of the total dataset.

We find that the semi-SL approaches presented here are able to outperform the purely SL method. Semi-SL modeling using the AE trained for mean-square error with 9 features performs the best amongst the approaches compared here. It outperforms SL using 9 gradient features by 10.2% and yields a correlation coefficient of 0.562. PCA-based modeling using 9 features outperforms the 9-feature gradient-based modeling by 4.5%, whereas the AE trained for maximum-absolute error performs only marginally better than the latter (1.37%). Thus,

Fig. 3. Bathymetric maps around the location 12.25°N, 120.15°W: (a) original bathymetric map, encoded and reconstructed maps using (b) PCA, (c) AE trained based on mean-square error, and (d) AE trained based on maximum-absolute error.

Table II. Comparison of Nodule-Parameter Modeling Performance Using Different Approaches to Characterize Topography

<table>
<thead>
<tr>
<th>Technique for characterizing topographic features</th>
<th>Number of features</th>
<th>Regression coefficient on test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autoencoder trained for MSE</td>
<td>9</td>
<td>0.562</td>
</tr>
<tr>
<td>Autoencoder trained for MSE</td>
<td>5</td>
<td>0.534</td>
</tr>
<tr>
<td>Autoencoder trained for MAE</td>
<td>9</td>
<td>0.551</td>
</tr>
<tr>
<td>PCA</td>
<td>9</td>
<td>0.533</td>
</tr>
<tr>
<td>PCA</td>
<td>5</td>
<td>0.531</td>
</tr>
<tr>
<td>Gradient features</td>
<td>9</td>
<td>0.510</td>
</tr>
<tr>
<td>Gradient features</td>
<td>5</td>
<td>0.525</td>
</tr>
</tbody>
</table>

We showed that it is possible to achieve better performance using the semi-supervised learning approach presented here, than with the purely supervised approach using hand-modeled gradient features. An unsupervised learning metric based on mean-square error works better than a maximum-absolute error metric in producing useful topographic features from bathymetric data. In the future, we can explore improvements in this approach by trying more metrics in the unsupervised learning. We can also attempt to boost the performance by following up the semi-supervised learning with a final end-to-end training step, where the AE/PCA network and the feedforward network are connected and supervised learning is performed to fine-tune the performance.
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