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Abstract—Standards such as 802.11 have played a key role in
the success of terrestrial radio wireless communications. Similar
standardization will be needed in underwater acoustic networks
(UANs) of the future. One of the important aspects of standard-
ization is UAN medium access control (MAC). Since no single
protocol can satisfy the diverse requirements of a general UAN
MAC, we explore the possibility of combining multiple MAC
protocols into a suite. We also consider physical-layer adaptation
techniques as they are closely related to the MAC adaptation. The
suite’s key protocol mode called MACA–EA is a novel, enhanced
adaptation of multiple access with collision avoidance (MACA)
as used in 802.11. The suite uses two other modes—a centrally
polled mode called MACA–C and a simple DATA–ACK protocol.
Using both simulations and mathematical analysis, we compare
saturated throughput performance and waiting time performance
(in case of Poisson arrivals) of the different MAC protocol modes.
We also benchmark the performance against ideal time-division
multiple access (TDMA) performance. We present suitable adap-
tation techniques to switch between the protocol modes based
on network requirements, traffic intensity, and quality-of-service
QoS) requirements such as maximum allowed waiting time for
reliable transfer. We propose an adaptation algorithm for auto-
matically varying the batch size in MACA–C and MACA–EA for
optimum performance. A key observation is that for ad hoc UANs,
the adaptation of the multiple modes can lead to near-optimal
performance across a wider range of traffic intensity, as compared
to what any single protocol can achieve.

Index Terms—Adaptive protocol suite, medium access control
(MAC), multimode, standardization, queueing analysis, under-
water acoustic networks (UANs), waiting time.

I. INTRODUCTION

U NDERWATER modems today use diverse physical-layer
standards and medium access control (MAC) protocols in

overlapping frequency bands and are unable to coexist or com-
municate with each other over standardized protocols. A few
initiatives have sought to standardize underwater acoustic net-
work (UAN) physical-layer and MAC protocols for global in-
teroperability [1], [2]. As part of the JANUS initiative [2], a
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suitable candidate for an adaptive MAC protocol suite for UAN
was previously proposed [3]. This paper presents important en-
hancements and an in-depth analysis of this adaptive protocol
suite, which will henceforth be referred to as adaptive multi-
mode MAC (MAC–AMM).
In a general UAN scenario, a single MAC protocol and a

single physical-layer type cannot cater to differing deployment
and traffic requirements. The first problem is the existence of
numerous underwater acoustic modems that are incompatible
with each other. How can we provide adaptation mechanisms
to allow them to coexist and communicate, if deployed in the
same geographical area? The answer lies in standardization. The
second problem, quite independent of the first, is howMAC pro-
tocols can autonomously switch between centralized topology
and distributed topology. For example, in a centralized topology
network, the master controller (MC) could fail. Can the client
nodes communicate with the other nodes in the absence of the
MC? Or in a network currently operating in distributed mode, if
a gateway buoy is introduced to operate as an MC, can the MC
take charge of the MAC coordination seamlessly? Related to
this, there is the question of how the centralized topology perfor-
mance compares with the distributed mode. The third problem
is related to traffic intensity. As we will see in Section V-F, the
relative performance of protocols is dependent on traffic inten-
sity. As traffic varies, can modems adaptively switch between
protocol modes to provide the best performance? The need for
a robust and flexible heterogeneous UAN exists, and the above
three MAC problems require a unified solution.
It is necessary for a universal robust UANMAC to be able to

work without time synchronization but at the same time be able
to utilize time synchronization when available, to improve per-
formance. The need for ad hoc functionality in the network, i.e.,
nodes joining and departing is important. The issue of geograph-
ical scalability and robustness also cannot be ignored. In the
hunt for a basic protocol model for use in UANs, MACA-based
schemes stand out as a good choice from among the many al-
ternatives [4], [5]. Other protocols proposed for UANs such as
the distance-aware collision-avoidance protocol (DACAP) [6]
and the propagation-delay-tolerant collision-avoidance protocol
(PCAP) [7] are also based on MACA. The choice of MACA-
based protocols for UANs has also been discussed at length in
[8].
The MAC–AMM protocol has two levels of operation:

level-1 to achieve coexistence, and level-2 to achieve com-
munications among heterogeneous assets. In this adaptive
protocol, nodes dynamically adapt their physical-layer and
MAC protocol modes based on node capability, network sce-
nario, and traffic intensity. Level-1 MAC has a single mode:
DATA–ACK, where there is no request-to-send/clear-to-send
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(RTS/CTS) handshake before sending DATA and an acknowl-
edgement (ACK) is sent to indicate correct reception of DATA.
Level-2 MAC has three modes: a distributed MACA-based
mode called MACA–EA (see Section II-C), a centrally con-
trolled polled mode called MACA–C (see Section II-D), and
a low traffic DATA–ACK mode (see Section II-E). Our main
focus here is on the level-2 MAC that allows full-fledged
communications among all nodes in a network. Various modes,
as outlined above, are described in Section II, along with details
of how the dynamic adaptation between these modes works.
The analysis model and performance measures are outlined in
Section III. Following that, a throughput performance analysis
is presented in Section IV. Mode adaptation based on traffic
intensity is illustrated in Section V, using waiting time as the
key performance metric. The primary contributions of this
paper are:
• a comprehensive adaptive multimode MAC to address a
heterogeneous UAN;

• analytical characterization of the DATA–ACK protocol
mode with queueing of incoming data and reliable com-
munication with retries;

• analytical characterization of the MACA–C protocol mode
for reliable communications;

• waiting time comparison between time-division mul-
tiple access (TDMA), MACA–EA, MACA–C, and
DATA–ACK;

• illustration of the transition traffic intensity between
MACA–EA and DATA–ACK modes for minimizing
waiting time;

• a practical algorithm for traffic-based adaptation between
the two distributed modes.

II. PROTOCOL MODES IN MAC–AMM

A. Level-1 Compliance
Coexistence is defined as the ability to perform communica-

tions among modems of the same physical-layer type, while op-
erating in a region where there are modems using different phys-
ical layers. In the coexistence mode, all modems should adopt
the same detection preamble for a given frequency band. If that
is not possible, modems must implement an alien signal detec-
tion feature, i.e., the ability to detect a signal in its frequency
band that is not of its physical-layer type. This may be based on
energy detection. Wakeup tones may be included as part of the
preamble structure, such as those being proposed in the JANUS
initiative, and these may be used for alien signal detection as
well. Energy detection can also be used alongside the detection
preamble to monitor the signal following the preamble, to de-
termine end of the packet, for example. Such a minimal com-
pliance at the physical layer is termed level-1. This concept is
illustrated in Fig. 1.
With such a minimal compliance at the physical layer, it is

possible to use a DATA–ACK protocol to communicate among
modems of the same type, while operating in an environment
consisting of alien nodes. In this mode, nodes use a random
backoff before transmitting a DATA packet. Upon reception of
a DATA packet, the receiver sends back an ACK. More details
of the DATA–ACK protocol are described in Appendix A. In

Fig. 1. A sample physical-layer packet structure shows the preamble and data
signal portion. Physical-layer compliance levels are as indicated.

fact, this mode is similar to the Basic Access Scheme in 802.11
[9]. At high traffic intensity, this protocol has lower performance
compared to other options as we will see. However, at this level
of minimal physical-layer compliance, it offers perhaps one of
the best solutions for communication and to deal with interfer-
ence between alien modem types.

B. Level-2 Compliance

To enable communications among heterogeneous assets op-
erating in the same geographical area, modems will be required
to implement a standardized physical layer (along with propri-
etary physical layers, if desired, in addition to the alien signal
detector or detection preamble). Such a globally standardized
physical layer may evolve through initiatives such as JANUS.
This is termed level-2 compliance, as illustrated in Fig. 1.
Level-2 MAC has a distributed MACA-based mode

(MACA–EA), a centrally controlled polled mode (MACA–C),
and a low traffic DATA–ACK mode that nodes dynamically
adopt based on deployment, node configuration, and traffic, as
explained in Section II-F. In the centralized mode, a cell is de-
fined to consist of a MAC controller (MC) and the nodes within
its control. Many of the centrally controlled MAC protocols use
a polling scheme, where theMC polls the client nodes [5]. Some
of the distributed protocols include ALOHA, carrier-sense mul-
tiple access (CSMA), medium access with collision avoidance
(MACA), and floor acquisition multiple access (FAMA) [10],
[11]. Among distributed protocols, some protocols such as
MACA and FAMA involve handshaking using control packets
before data transmission. Centrally controlled modes may
offer better performance than distributed modes by eliminating
contention. However, in a generic network environment with
heterogeneous nodes, a centrally controlled protocol alone may
not be usable and distributed modes may be required. Prior
work addressing such large-scale ad hoc dynamic underwater
networks includes the Seaweb project [4]. The terrestrial IEEE
802.11 family of protocols also uses such combination pro-
tocols in the form of point coordination function (PCF) and
distributed coordination function (DCF). An overview on the
choice of suitable MAC protocols for UANs can be found in
[8]. It outlines why time-domain protocols are well suited for
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UANs and how MACA-based protocols serve well in ad hoc
UANs without the need for time synchronization.

C. Distributed Mode of Level-2 MAC: MACA–EA
The MACA–EA protocol [12], [13] forms the basis of the

distributed mode in the level-2 MAC protocol suite. The pro-
tocol is based on MACA using an RTS/CTS exchange [10]. The
basic model used is RTS/CTS/DATA–BATCH/ACK. The trans-
mitter sends an RTS and the receiver sends back a CTS. The
RTS specifies the number of packets in the batch. The trans-
mitter then sends a batch of DATA packets (DATA–BATCH).
The receiver then sends a single ACK which indicates failed
packets in the batch. Similar protocols with batch DATA packets
that employ ACKs after every packet (RTS/CTS/DATA/ACK/
DATA/ACK ) are not efficient for UANs due to the two-way
propagation delay overhead, and, thus, we use a single ACK for
the entire batch of DATA packets. Similar RTS/CTS handshake
models have been previously explored in other protocols [6].
In the RTS contention algorithm, a node starts with a uni-

form probability distributed backoff in a contention window .
Once the contention timer expires, the timer starts and an
RTS is sent. If timer expires before reception of the CTS, the
RTS backoff procedure starts again. Once a CTS is received,
the DATA–BATCH is sent, and the transmitter waits for an
ACK. If an ACK is not received, the RTS cycle repeats. Re-
ception of RTS/CTS packets and possible DATA packets while
waiting to send an RTS triggers virtual carrier sense (VCS). Suc-
cessful DATA transmission for any one node restarts the RTS
contention cycle for all. Note that 802.11 uses freezing backoff
[9] whereas this protocol uses a constant window. Also, this pro-
tocol does not use physical carrier sense (PCS) whereas it is used
in 802.11. All nodes use the same contention window .
To make reliable transfer more efficient, we use two vari-

ations with regards to acknowledgments and retransmissions
to handle failed data packets. After a batch of DATA packets
is received, an ACK is sent by the receiver. In typically used
retry models, if an ACK fails to reach the transmitter, the RTS/
CTS-based contention cycle and the batch DATA transmission
processes repeat. Two enhancements were made to this retry
process. First, instead of sending one ACK packet, we send
ACK packets, a feature termed multi-ACK. This reduces the
probability of ACK loss. As a second enhancement, when the
sender of the DATA batch does not receive an ACK, the RTS
with the same unique identification number (UID, incremented
only for an RTS for a new batch of DATA packets) is repeated.
The receiver sends back an ACK instead of a CTS for the re-
peated RTS. Together with the multi-ACK feature, this is called
the early-multi-ACKmodel. The retry mechanism uses constant
backoff with infinite retries (other options include exponential
increase exponential decrease, maximum retries capped, etc.)

D. Centralized Mode of Level-2 MAC: MACA–C
In this mode, an MC controller controls the collision domain

or “cell.” A request-to-receive (RTR) initiates all communica-
tion sequences for the uplink (to MC or between nodes in the
same cell). All nodes monitor for MC control packets to detect
presence of a controlling MC and then switch to the centralized
MAC mode. Channels not mentioned in RTR can be assumed

to be uncontrolled by the MC and nodes may make use of them
as they wish (e.g., using MACA–EA). The nodes that operate
as MC may be software preconfigured (e.g., radio buoys). For
the uplink, MACA–C operates in few different modes.
• RTR–DATA–ACK: The intended node responds with
DATA using the control channel if it is meant for the
MC and uses power control information inferred from
RTR’s received power, assuming bidirectional validity of
power information. MC then closes with an ACK. Mul-
tiple ACKs may be used to increase receive probability.
An ACK may include earliest next RTR timing and help
reduce uncertainty.

• RTR–RTS–CTS–DATA–ACK: If the destination is an-
other node (not the MC), or if a node wishes to use a
different modulation of forward error correction (FEC)
scheme, a node sends out an RTS once the RTR is re-
ceived. That is followed by a CTS–DATA–ACK just
as in MACA–EA. This mode has some similarities to a
previously published protocol [5]. The CTS may provide
FEC and power control information as described earlier.

For the downlink, the MC uses an RTS–CTS–DATA–ACK se-
quence just as in MACA–EA.

E. Level-2 Distributed Mode With No Handshaking:
DATA–ACK

ADATA–ACK reliable data transfer mode without RTS/CTS
exchange is also necessary for the distributedmode. As we show
in Section V, for low traffic intensity, RTS/CTS handshaking is
not necessary and increases waiting time. Instead, the DATA can
be sent using the same backoff process as RTS in MACA–EA.
The receiver sends back an ACK when it receives the DATA
packet.

F. Adaptive Multimode MAC

In MAC–AMM, a modem assesses its neighborhood and
traffic intensity and switches to an appropriate MAC mode
from the above choices. When modems do not sense dissimilar
modems, they are free to use any physical-layer and MAC
protocols. This allows the usage of proprietary technologies
and protocols in isolated environments. If modems with only
level-1 compliance detect alien signals (hear a standardized
preamble followed by indecipherable packet or based on en-
ergy detection), they should automatically switch to level-1
DATA–ACK protocol that uses random backoff.
Level-2 adaptation is possible in two ways: modems imple-

ment only the standardized physical layer or they implement
the standardized physical layer alongside any proprietary mod-
ulation/FEC scheme and have mechanisms to switch between
them. For nodes using the compliant physical-layer and MAC
protocol, there is no change in behavior required. For nodes
using compliant physical-layer and noncompliant MAC pro-
tocol in isolation hear packets belonging to the standardized
MAC protocol (as identified by the type field), they should
switch to the standardized level-2 MAC protocol for compli-
ance. Nodes with multiple physical layers (one of which is
compliant) operating in nonstandard physical layer in isolation
should switch to compliant mode upon detecting alien signals.
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Fig. 2. MAC–AMM adaptation.

In level-2 MAC, there are three modes: MACA–EA,
MACA–C, and DATA–ACK. The nodes determine the pres-
ence of an MC through RTR messages. If they hear RTR,
they use MACA–C. If they do not hear RTR messages,
they use MACA–EA. In other words, the switching between
MACA–C and MACA–EA is decided by the network de-
ployment and is not automatic. The network automatically
switches to DATA–ACK mode if the network is operating
in very low traffic intensity (sporadic DATA). In MACA–C
and MACA–EA modes, batch size also needs to be adapted
based on traffic intensity. Fig. 2 captures this process for level-2
compliance.
More details on the behavior of the protocol modes with re-

spect to traffic intensity are presented in Section V. The modes
discussed here are all for reliable communications, i.e., with re-
tries for failed packets. A brief discussion on broadcasts and
unreliable transmissions is provided in Section VI.

III. ANALYSIS MODEL AND PERFORMANCE MEASURES
Queuing theory is commonly used in the modeling and anal-

ysis of wireless networks. First, we assume a saturated load to
model file transfer and other high load applications, and analyze
the throughput performance of the network. Then, we model
sporadic arrivals such as those generated by random events in
underwater sensors, using a Poisson arrival process. A Markov
chain analysis is used to study the behavior of the system. Im-
portant common metrics derived are service time distribution
and its expected value, saturated throughput, expected steady-
state queue length, and expected total waiting time. We show
that the service time is approximately exponentially distributed.
Although for a specific deployment the traffic arrival pattern
may be different (e.g., bursty or uniform), the two models that
we present provide key insights into the performance of the net-
work for high- and low-load situations.
Each packet is assumed to have a fixed length detection pre-

amble at the start. Detection probability is dependent on the
nature of the preamble. Packet decoding probability is de-
termined by the bit error rate (BER) of the physical layer, the
number of bits in the packet, and the coding scheme. The prob-
ability that a packet is detected and decoded correctly is

(1)

Fig. 3. Markov chain for computing expected service time for DATA–ACK
protocol.

Control and data packets may use different modulation, coding,
and packet length, as robustness is of key importance to con-
trol packets while data rate is of importance in data packets.
To model this, we allow the decoding probability of data
packets to differ from that of control packets. Therefore, the
overall data packet success probability is

(2)

The time duration of a control packet is and that of a data
packet is . Note that instead of long single DATA packets, we
use a batch DATA model. We assume static channel conditions
and fixed FEC [13]. Let be the maximum propagation delay,
and be the number of nodes in a collision domain (assuming
no hidden nodes [11]). In a multihop scenario, can be viewed
as the number of neighboring nodes that each node effectively
contends with.
We define the mean packet service time as the expected

delay from the time a packet is intended for transmission until
it is successfully delivered, i.e., until the ACK (with retries)
shows successful reception of the specific packet. We define
mean batch service time as the average delay from the
time a batch is intended for transmission (in MACA–EA and
MACA–C) until it is successfully transmitted, i.e., until the
first ACK is received for the batch. The difference between the
definitions of and is important for the queuing analysis.
An important performance metric for reliable transfer

is throughput. In radio network literature this is sometimes
termed as saturation throughput—the throughput of the network
when the queue is saturated or always has data to transmit [9].
Such a measure is suitable for file transfer applications. This is
also a measure of efficiency or channel utilization. We define
normalized throughput as the number of packets successfully
transferred per unit time normalized by the system capacity,
which is one packet in time . For batch mode protocols
such as MACA–EA and MACA–C, packets are sent as a
batch in time by definition, and of these, on an average only

succeed due to decoding and detection losses. Thus, the
normalized throughput per node is

(3)
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Fig. 4. Network throughput of MACA–EA, MACA–C, and DATA–ACK (packet duration 0.5 s, 1.0 s, detection and decoding probability
, one-way propagation delay 0.5 s, number of nodes , contention window , multi-ACK ). (a) Simulation. (b) Analysis.

Due to the retry process, it takes on an average batch
transmissions for a particular packet to be delivered. Hence, as
shown in [13]

(4)

Therefore, we can rewrite . For the
DATA–ACK protocol, , and, therefore

(5)

Note that for the DATA–ACK protocol, does not appear in
equations, as DATA packets are also of the same duration as
control packets . If we characterize the service be-
havior with mean service times and and the service time
cumulative distribution function (CDF), other queuing metrics
such as waiting time and queue length under nonsaturated con-
ditions can be derived using queuing analysis. The total waiting
time includes the waiting time in the queue and the
mean service time per input packet, i.e., .

IV. THROUGHPUT ANALYSIS OF LEVEL-2 MAC

The throughput performance of DATA–ACK, MACA–EA,
and MACA–C for saturated traffic with respect to system and
environment parameters (such as batch size for MACA–EA
and MACA–C) are presented in this section. Simulations and
mathematical analysis are undertaken for all the three modes.
Although the analysis uses some simplifying assumptions, the
analysis and simulation results match reasonably well. There-
fore, the mathematical analysis can be used for comparative
studies in the future. Impact of parameter variations other that
those presented in this paper can also easily be studied using the
analytical models derived here.
The simulator is based on Omnet++ [14], an established dis-

crete event simulation system. The simulator accurately models
propagation delays and a half-duplex physical (PHY) layer with
packet loss due to collision, decoding and detection errors. By
abstracting out details of modulation, error correction coding,
and channel characteristics, the simulator provides a general
framework that can be used in a wide variety of underwater sce-
narios. As demonstrated in [15], the MAC layer behavior can be
simulated well using this model, by choosing appropriate PHY
parameters in the simulation. In all simulations presented in this

paper, the nodes are randomly spread in a 2-D area whose di-
mensions are chosen to match the required maximum propa-
gation delay . The arrival model is chosen to be saturated or
Poisson depending on the scenario being tested. An overview of
the simulation framework can be found in [15]. However, note
that the simulator has since been enhanced, such as the ability to
use different durations and loss probability for DATA and con-
trol packets, more abstracted out method for physical-layer and
channel simulations (uses defined decoding and detection prob-
abilities directly without using channel loss model).

A. DATA–ACK

The analysis used here follows a similar approach as the
MACA–EA analysis in [12] and [13]. Note that this mode
has queueing of incoming data instead of discarding packets
if the server is in the process of sending DATA or waiting
for an ACK. The standard ALOHA-based analysis for such
protocols does not model queueing, uses a model where DATA
is transmitted as soon as it arrives, and does not model the
ACK from the receiver. There is also no retry at the MAC level
for lost DATA in such models. The model here is for reliable
transmission, and, therefore, no DATA packets are discarded.
The protocol can be represented using the model in Fig. 3.
The details of the analysis are given in Appendix A. The im-

portant result that we use here is that the service time

(6)

where is the contention
window, and is the timer for ACK (or CTS) reception. The
throughput can be computed using (5) and multiplied by to
yield network throughput. This analytical result matches simu-
lations reasonably well, as shown in Fig. 4. Although there is no
batch size in the DATA–ACK protocol, the same throughput is
shown across all values of for ease of representation.

B. MACA–EA

Mathematical analysis and simulation results for throughput
for MACA–EA protocol are presented in [12] and [13]. The
batch service time is [13]

(7)
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Fig. 5. Markov chain for the MACA–C protocol.

where is

(8)
and

(9)

The throughput can be computed using (3), and multiplied
by for network throughput. Simulation results shown in
Fig. 4 show how the performance of MACA–EA improves
with packet batch length. For high batch sizes, the reliable
delivery throughput approaches [13].
Apart from batch size, the number of ACKs can also be

optimized. The optimum number of ACKs is given by [13]

This can be obtained by rewriting (7) as
, where

is from (8), , and .

C. MACA–C
Next, we present the performance of the distributed data

transfer topology RTR–RTS–CTS–DATA–ACK mode of the
MACA–C protocol, for a fair comparison with MACA–EA
and the DATA–ACK protocols. The MC can be considered to
be acting as the channel access arbitrator for nodes, which
need to communicate to any other node.
The MACA–C protocol can be analyzed as shown in Fig. 5.

The process starts with the MC sending an RTR in state s1. If
RTR is received successfully, it goes to state s3, else to state
s2. In s2, the response timeout needs to be set such that it
allows sufficient time to detect post-RTR packets such as RTS,
CTS, or DATA to ensure that the RTR was received, and at the
same time not too long so as not to waste bandwidth when the
RTR is lost. The analysis and simulation used

seconds or seconds, whichever
is lower. This allows for the packets in a batch, the RTS, the
CTS, and the propagation delay, capped at . If RTR is
received, the node will proceed from s3 to an early-ACK mode
in state s4 [12] if the previous ACK was not received or directly
to state s5 otherwise. In s4, if the RTS and early-ACK is received

Fig. 6. Network throughput of MACA–EA, MACA–C, and DATA–ACK: be-
havior at low batch size, showing that DATA–ACK is better than MACA–EA
protocol with (simulation). Parameters: 0.5 s, 1.0 s,

0.5 s, .

with a combined probability of , it proceeds to state s5. In s5,
if RTS is received by recipient and CTS by the sender with a
combined probability of , it proceeds to send DATA and wait
for multi-ACK in state s6. This sequence repeats for nodes.
From the Markov chain, it can be ascertained that the expected
service time to send a batch is

(10)
In (10), the first (slot length ) is for the RTR
packet itself. is the time to go from state s1
to s3, since expected passes through s2 are (expected
passes through s1 are , since probability s1 s3 is ).

is the expected time from s3 to s5 (path s3
s4 s5 only, since s4 s5 has no delay),

is the delay in the RTS/CTS process in s5, and finally the batch
transmission delay in s6 is .
Note that the batch service time is defined as the time from

the start of the sending process until reception of the ACK. In the
model used here, if the ACK after the batch transmission is not
received (assumed to be sent by receiver always with probability
1) [12], the ACK may be received as an early-ACK in the next
cycle in state s4 as shown. Even so, the result in (10) holds. The
throughput can be computed using (3) and multiplied by for
network throughput.
Simulation and results are shown in Fig. 4. They show

that MACA–C performance is nearly the same as that of
MACA–EA. The MACA–C protocol eliminates collisions,
but there are still overheads in arbitrating through an MC, and
the throughput is restricted. Another cause of the similarity
between MACA–C and MACA–EA throughput performance
is that for higher batch sizes, the performance is dominated by
the batch sending, and the contention period in MACA–EA or
the RTR process in MACA–C becomes a less significant factor
in the overall service time. Thus, one would expect the greatest
percentage difference between MACA–C and MACA–EA at
low batch sizes, especially . MACA–C service time is
clearly lower for or similar low batch sizes. However,
as elaborated further in the following discussion, there is little
utility in using MACA–C or MACA–EA in very low batch
sizes as the simpler DATA–ACK mode gives good perfor-
mance. It can be noted that the DATA–ACK mode is better than
MACA–EA when , as shown in Fig. 6.
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Fig. 7. Service time distributions of (a) MACA–EA, (b) DATA–ACK, and (c) MACA–C. Parameters: 0.5 s, 0.5 s, (not applicable
to DATA–ACK), .

V. MODE ADAPTATION BASED ON TRAFFIC INTENSITY
In this section, we look at unsaturated traffic scenario where

packet arrivals are modeled as Poisson distributed. The choice
of protocol to use is also related to the traffic intensity
where is the arrival rate (let be the arrival delay)
and is the average service rate of the MAC protocol. In gen-
eral, for a stable system. Each protocol variant has an
upper limit to the service rate and, hence, a maximum permis-
sible . Waiting time in the system is used as the metric for
comparing the performance of the different modes. Here, a ref-
erence TDMA protocol (referred to as TDMA–REF) is used for
comparison with the threemodes ofMAC–AMMand to provide
an upper bound for performance (lowest possible waiting time).
Apart from mode switching based on traffic intensity, batch size
also needs to be automatically adapted for both MACA–C

and MACA–EA. For the results presented in this section, all ar-
rival delays are given per node. The average network delay is a
fraction of this.

A. Service Time Distribution
To analyze the waiting time, the service time distributions of

the modes have to be characterized. The service time distribu-
tion of the MACA–EA protocol has been shown to be near-ex-
ponential [13]. A plot of the MACA–EA service time distribu-
tion for is shown in Fig. 7(a), and it shows the analytical
exponential fit. The service time distribution of the DATA–ACK
protocol was obtained via simulations and was found to be ex-
ponential, as shown in Fig. 7(b). The service time behavior of
the MACA–C protocol was also obtained via simulations and is
plotted in Fig. 7(c). The exponential fit for theMACA–C service

time is poorer. Other typically used distributions do not give
a good fit either. In our waiting time analysis that follows, we
consider the exponential and deterministic service time distribu-
tions, as the actual distribution lies somewhere in between. We
will see that exponential approximation yields conservative re-
sults while the deterministic service model offers optimistic re-
sults. In the waiting time queueing analysis for the MACA–EA
and DATA–ACK modes, we use a Markov model as an approx-
imation and find that it yields a good match with simulation re-
sults. Note that the mean of the DATA–ACK protocol is for the
service time to send one packet, while that for the MACA–EA
or the MACA–C protocol is for a batch of packets as indi-
cated. TDMA–REF service time is nearly deterministic. Normal
TDMA is deterministic, but the retry-based reliability process
introduces a small degree of nondeterminism, as discussed later
in this section. Batch service time is defined as time until ACK
is received, and, hence, retries have to be included in its com-
putation.

B. MACA–EA
Since the service time distribution is nearly exponential,

an model is used. The waiting time analysis of
the MACA–EA mode uses the analysis model shown in
Appendix B [13]. Simulation results for waiting time are
shown in Fig. 8(a) and (c). The analytical results are shown in
Fig. 8(b) and (d).

C. MACA–C
To analyze MACA–C, we consider the and

models as approximations. The analysis
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Fig. 8. Waiting time for the different modes. (MACA–C uses exponential service). Parameters: 0.5 s, 1.0 s, . (a)
Simulation 1.0 s. (b) Analysis 1.0 s. (c) Simulation 0.5 s. (d) Analysis

0.5 s.

is presented in Appendix B while the analysis is in
Appendix C. Simulation results are shown in Fig. 8(a) and (c).
The corresponding analytical results using the model
are shown in Figs. 8(b) and (d). The overall trends of the results
compare quite well, though the analysis gives higher floor
values (for higher delays) at (large batch size). When
arrival delay is high, there is a chance that upon successful
completion of RTS–CTS, there is no DATA to send. In the anal-
ysis, when RTR succeeds, the subsequent RTS–CTS–DATA
process is assumed to take place. In simulation, it is possible
that both RTS and CTS were missed by the MC, and thereafter
when no DATA packets are detected (DATA-based VCS), the
MC will resend the RTR to the next node, and this node may
have DATA. This will help reduce the overall waiting time.
Such intricate behavior is not captured in the simplified analysis
model and makes it give conservative estimates.
To assess how the queueing performance for MACA–C

varies with different service time distribution models, we
compare the Markov model with the deterministic

model in Fig. 9(b). It shows that the
analysis gives a higher waiting time estimate.
It can be seen that the waiting time performance of

this implementation of MACA–C is comparable to that of
MACA–EA (except for larger number of nodes and at large
batch sizes). The case of saturated throughput earlier also
presented comparable performance. On the whole, for an
equivalent distributed topology operation, MACA–C may
offer marginal advantage compared to MACA–EA. How-
ever, MACA–C may bring greater advantage to cases where
the uplink mode RTR–DATA–ACK and the downlink mode
RTS–CTS–DATA–ACK can offer better performance in a star
topology communication between clients and MC. The choice
of MACA–C over MACA–EA is thus primarily dependent
on the traffic pattern demand of the application. MAC–AMM
easily allows the switch between the centralized and distributed
modes, by introducing an MC in the network neighborhood.
All the nodes can automatically switch modes based on RTR
detection, as discussed in Section II-F.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

SHAHABUDEEN et al.: ADAPTIVE MULTIMODE MEDIUM ACCESS CONTROL FOR UNDERWATER ACOUSTIC NETWORKS 9

Fig. 9. Comparison of deterministic and Markov models for (a) TDMA–REF and (b) MACA–C analysis. Parameters: 0.5 s, 1.0 s,
0.5 s, .

D. DATA–ACK
For the DATA–ACK mode, an model is used. Using

, the waiting time is [16]

(11)

Simulation results are shown in Fig. 8(a) and (c), and they
match reasonably well with the analytical results shown in
Fig. 8(b) and (d), and yield reasonably correct relative perfor-
mance comparison with the other modes. We do note that the
rapid rise below 40 s (this is close to the instability region)
in the analysis is different from simulations, but the overall
performance is reasonably well predicted by analysis. It can be
seen that, at high arrival delay, it can outperform MACA–EA,
MACA–C, and even TDMA–REF, depending on the batch
sizes chosen.

E. TDMA–REF
Here we try to benchmark the three modes of MAC–AMM

with a reference TDMA-based protocol named TDMA–REF.
The TDMA–REF protocol has no contention process. Just as in
any static TDMA-based protocol model, transmission frames
are statically assigned to all nodes in a given sequence. In each
frame, the assigned node transmits a batch of packets. To have a
comparable scheme that allows for retry-based reliability, ACK
from the receiver is sent within each frame. To enhance perfor-
mance, the multi-ACK technique from MACA–EA is used.
Accounting for the two-way propagation delay, the service

time for nodes is

(12)

where the factor accounts for the expected
retries when the ACK is lost. If the ACK is lost and the whole
batch is retried, the packet service time is

(13)

The reason for resending an entire batch when the ACK is lost
is that in such a TDMA-based protocol, there is no RTS/CTS
contention process and the associated early-ACK provision to
resend the ACK. Hence, each node has no option but to re-
transmit the entire batch in the next frame when an ACK is not
received.
Since the whole batch is retransmitted each time an ACK

fails, the receiver can receive a particular packet in any one
of the batches. Thus, the factor accounts
for this success probability and the consequent retries. The
TDMA–REF protocol used here is sophisticated enough to
provide a good benchmark.
Analysis for the general service model or

shows that waiting time measures are related primarily to the
mean and variance of the service time distribution [16]. Since
the variance is zero for the deterministic service model, it pro-
vides the best case queueing performance for a given mean.
Thus, we can use an model for the TDMA–REF pro-
tocol to provide a benchmark, although the possibility of retries
when ACK is lost causes the batch service time to not be strictly
deterministic.
The analysis is described in Appendix C. The re-

sults are shown in Fig. 8(b) and (d).
To assess how the queueing performance for TDMA–REF

varies with difference service time distribution models, we
compare the Markov model with the determin-
istic model in Fig. 9(a). The analysis method for

queueing model for TDMA–REF is the same as the
MACA–EA analysis (shown in Appendix B). The results are
plotted in Fig. 9(a). It shows that the Markov model produces
higher waiting time at arrival delays close to saturation as
expected and illustrates how the deterministic case produces
the best case for TDMA–REF, thus giving us a good benchmark
to compare against.
We can see from Fig. 8(b) and (d) that TDMA–REF outper-

forms other protocols for the same batch size. Using the anal-
ysis models presented here we can assess the performance cost
in not using TDMA–REF. However, the choice of TDMA–REF
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versus other protocols depends on requirements of ad hoc func-
tionality, scalability, and robustness (especially to time synchro-
nization).

F. Effect of Traffic Intensity

There are two key points related to traffic intensity. The first
is that a given mode has a maximum service rate beyond which
it will have rapidly increasing waiting time. The second is that
each protocol has a lower bound for waiting time as increases,
for a fixed set of environment and protocol parameters.
There is another perspective to the results. We can define the

quality-of-service (QoS) requirement as a maximum allowable
waiting time for a given arrival delay. It is possible that dif-
ferent modes can satisfy the QoS requirement. For example,
if we say that for an average arrival delay of 40 s, we require
the waiting time to be no more than 100 s for reliable transfer,
Fig. 8(b) shows that DATA–ACK, TDMA–REF, MACA–EA,
and MACA–C all can satisfy it with a suitable batch size. When
arrival delays become lower, the lower performing protocols
will no longer be able to satisfy the QoS requirement. For ex-
ample, at an average arrival delay of 20 s with a 100-s maximum
waiting time, the DATA–ACK mode can no longer be used (for
this particular set of parameters). This perspective is important
in assessing the relative merits.
Except for high arrival delay, TDMA–REF can provide the

lowest waiting time for a given batch size as seen. It can also
support the lowest arrival delay (or the highest arrival rate).
However, it should be noted that, in TDMA–REF, the batch
size has to be fixed at deployment and it needs to be tuned
to a certain minimum arrival delay. Higher will give better
throughput efficiency, and support a lower delay, but also suffer
increased waiting time. However, in TDMA–REF, it is not
easily possible to adaptively tune the batch size, especially
if required frequently. Neither MACA–C nor MACA–EA
presents this drawback, and can vary the batch size at every
transmission as required. Also, dynamic node joining and
departures (ad hoc capability) cannot easily be supported in
TDMA–REF. It is also critically dependent on time synchro-
nization, which may not always be available in a general UAN
scenario.
MACA–C has both ad hoc capability and the ability to

adaptively vary to suit arrival delays. Since it can support
additional uplink and downlink modes also, it may be a good
choice in some UAN scenarios. However, MACA–C will have
to contend with scalability issues and interference between
neighboring cells for multihop networks [3]. If it is a small net-
work in isolation, such issues may not be present and MACA–C
will be a good choice. Without elaborating on the scenarios
where such protocols are useful, the purpose of the analysis in
this paper is to understand their performance limitations and,
most importantly, the transition traffic intensity to change to
and from the DATA–ACK protocol mode.
Comparing MACA–EA and DATA–ACK, the latter is best

in the high arrival delay region. Beyond a certain arrival delay,
DATA–ACK will have a lower waiting time. But at lower ar-
rival delay, DATA–ACK cannot support the traffic intensity and
only MACA–EA can provide stable service and a reasonable

waiting time. It should be noted that the possibility of RTS/CTS-
based protocols and random access protocols being dynamically
adapted based on traffic intensity had been previously discussed
[17]. However, the paper does not contain a detailed simula-
tion and mathematical analysis as we have presented here, using
metrics such as normalized throughput or waiting time for reli-
able transfer of DATA.
This crossover arrival delay can

be judged as follows. It has been shown that for
is the optimum

batch size [13], where and are as follows:

(14)

Since at , DATA–ACK protocol performs better than
MACA–EA, we can use as the crossover arrival delay. In
other words, for

(15)

the protocol suite must switch to the DATA–ACK mode. An-
other key factor is batch size adaptation with respect to
when MACA–EA is in operation. Optimum batch size has been
estimated for MACA–EA as follows [13]:

(16)

Higher batch size is suited for lower to ensure stability and
to minimize waiting time. With such a combined batch size and
protocol mode adaptation mechanism, this suite can deliver op-
timum performance at any traffic intensity for an ad hoc UAN.

G. Adaptation Algorithm

Next, we present an algorithm that can dynamically adapt the
batch size of the MACA–EA protocol and enable the switch
to the DATA–ACK mode based on traffic intensity. The same
algorithm can easily be adapted to switch between MACA–C
and DATA–ACK.
Fig. 10 shows how DATA–ACK compares with MACA–EA

in terms of waiting time for a range of batch sizes. It shows how
between 30- and 40-s arrival delay, the DATA–ACK protocol
gets better than MACA–EA in terms of waiting time, for the set
of parameters used here

. Fig. 10(c) shows the approximate delay
where the two match. The match between simulations and anal-
ysis for MACA–EA waiting time is also confirmed in Fig. 10.
Fig. 11 shows how DATA–ACK performance compares with

and for MACA–EA. It also shows roughly 30-s
arrival delay as the transition point. Note that the small differ-
ence between the DATA–ACK modes in Figs. 10 and 11 is due
to the former being obtained from the mathematical model, and
the latter from simulations.
The adaptation mechanism is as follows. Use the average

batch size occupancy to decide batch size, and average the batch
size occupancy over multiple batch transmissions (e.g., three
transmissions). If the batch occupancy is greater than 80% of
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Fig. 10. Varying batch size , DATA–ACK (simulated), and MACA–EA at a given arrival delay. Parameters: 0.5 s, 0.5 s,
. (a) Average arrival delay 10 s. (b) Average arrival delay 30 s. (c) Average arrival delay 35 s. (d) Average arrival delay 40 s.

Fig. 11. Comparing and MACA–EA with DATA–ACK (all
analytical) at different arrival delays. Parameters: 0.5 s,

0.5 s, .

, increase by . The step is set to 10% of the batch size.
If the batch occupancy falls below 50% of , then decrease
batch size by . Simulations showed that this helps adapt the
MACA–EA protocol batch size to its optimum value, as dis-
cussed in Section V-F. If the adapted optimum inMACA–EA
drops to less than , then switch to
DATA–ACK mode. In DATA–ACK mode, monitor the queue
size; if queue size exceeds a certain threshold, switch back to
MACA–EA with .

Simulation of theMACA–EA adaptation described above has
been done. For an arrival delay of 10 s, it gave an adapted batch
size of with 148 s and for an arrival delay
of 35 s, it gave an adapted batch size of (which is

, to switch over to DATA–ACKmode) with 85 s. In
both cases, the simulations were started off with . The
values are in reasonable agreement with the optimum batch size
seen in Fig. 10(a) and (c), respectively (the approximate batch
size at the lowest point in the curves). The switch over from
MACA–EA to DATA–ACK should be done once adapted batch
size reaches , as mentioned above. Some of the parameters
of the above algorithm are currently heuristics and require fur-
ther analytical investigation.
If data arrive in a burst in distributed mode, MACA–EA

should be used. If the system is in DATA–ACK mode at the
time, it switches to MACA–EA mode. If operating in central-
ized mode, the protocol can directly take care of burst data. The
DATA–ACK mode is suitable for situations with low sporadic
load. The case of low load could arise in many situations such
as underwater sensor network deployments which need to
report sporadic information. The DATA–ACK mode gives the
least possible latency in this case and makes information and
consequent potential actions more timely at the receiver.

VI. DISCUSSION AND FUTURE WORK
We discuss a few important points regarding the use and

behavior of MAC–AMM. If data arrive in a burst in dis-
tributed mode, MACA–EA should be used. If the system is
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in DATA–ACK mode at the time, it switches to MACA–EA
mode. If operating in centralized mode, the protocol handles
burst data well. Unreliable messaging and broadcasts can
be easily achieved in MAC–AMM. In the level-1 MAC, the
random backoff method applies to all packets equally, including
unreliable messages and broadcasts. In level-2 communications
mode, if unreliable short messaging (no ACKs) is required, the
same contention logic as RTS can be used to send single short
DATA packets using control packet FEC. This is essentially
the DATA–ACK protocol without the ACK. In MACA–C
uplink, RTR–DATA format can be used for unreliable short
messaging (no ACKs). Broadcasts are achieved via the use of
these unreliable modes. Unreliable broadcast mode can be used
for beacons such as those proposed in JANUS. JANUS beacon
and similar concepts attempt to allow nodes to broadcast useful
information about itself to neighboring nodes. Such broadcast
packets should also be transmitted under the control of a MAC
protocol to avoid interference in a given acoustic frequency
band. Rather than using batches of short DATA packets, it
is possible to use long DATA packets. The tradeoffs in this
approach are discussed in [13].
FEC and power control have a significant role in achieving

optimum performance in UAN MAC protocols. RTS/CTS ex-
changes can carry information to do both dynamic FEC and
power control, and this is an important advantage offered by
the protocols adapted from MACA, which may more than com-
pensate for the loss in round trip delay in the handshake. The
decoding of control packet RTS could help estimate the BER
and the CTS can specify the FEC scheme, power, and other pa-
rameters to be used for batch DATA. We note that, as a sim-
plifying assumption, bidirectional validity of power informa-
tion (or, equivalently, the same success probability) was used
in the simulations. Power control, to a certain extend, may be
able to handle bidirectional inequalities in sea trials and help
achieve similar success probabilities for packets in both direc-
tions. These aspects are to be further studied as part of future
work.
The protocol overhead is captured in the normalized

throughput metric. Based on (3), we can say that is the
efficiency of the protocol, since is the saturation throughput
(mentioned in Section IV-B). thus gives the protocol
overhead, which becomes negligible as gets large. The loss
due to propagation delay is also captured within this, but this is
incurred through the RTS–CTS process and, hence, associated
directly with the protocol overhead.

A. Multihop

The work here is primarily aimed at single-hop networks.
Multihop extensions should be done as part of future work. A
brief discussion on possible methodology for multihop anal-
ysis is outlined in [13]. As mentioned in Section III, in a mul-
tihop scenario, can be viewed as the number of neighboring
nodes that each node effectively contends with. As mentioned
in Section V-F, when using MACA–C in multihop networks,
inter-MC interference may be experienced, if there are multiple
cells in the neighborhood controlled by different MCs. Mech-
anisms will be required to address this, and it was briefly dis-

cussed in [3]. This is a general challenge for the centralized
topology, as discussed in [8].

VII. CONCLUSION
In this paper, we presented a comprehensive MAC protocol

suite to address a diverse and heterogeneous underwater net-
work with multiple levels of compliance which also allows for
proprietary protocols to be used in isolation. The MAC protocol
in level-2 operations (communications among heterogeneous
assets) of the suite has both distributed and centralized oper-
ating modes. A novel adaptation scheme chooses between the
modes based on deployment, environment, and system param-
eters. Analytical throughput and waiting time performance re-
sults were shown which have been verified through simulations.
Traffic intensity was shown to be a key parameter, especially to
determine the transition to the low traffic DATA–ACK mode.
An algorithm to dynamically adapt the batch size in MACA–C
andMACA–EA, as well as to enable the automatic switch to the
DATA–ACK mode was presented. The key vision is a self-or-
ganizing network, with nodes able to dynamically adapt to any
scenario through environment discovery. A key utility of this
work is the reasonably accurate analytical characterization of
the relative performance of the different modes in this protocol
suite. Users planning to deploy such networks can also under-
stand the performance limitations and ensure that communica-
tion requirements are within feasible limits.

APPENDIX A
DATA–ACK THROUGHPUT ANALYSIS

The transmitter sends DATA and the receiver sends back
ACK. The contention algorithm for sending DATA packets is
the same as MACA–EA RTS sending. A node starts with a
uniform probability distributed backoff in a contention window
. When the backoff timer expires, a DATA is sent. When

DATA transmission begins, ACK timer starts. (Note that
here the DATA–ACK process is analogous to the RTS–CTS
process for MACA–EA, described in Section II-C, and the
DATA packets are essentially control packets with some user
data payload.) The timer used to wait for ACK (as well as
CTS in MACA–EA protocol mode) is related to and control
packet time duration to give enough time for the round trip
delay as

(17)

If the timer expires before reception of ACK, DATA backoff
procedure starts again. If ACK is not received, the cycle re-
peats. Reception of DATA–ACK packets while waiting to send
DATA triggers VCS. Note that 802.11 uses freezing backoff [9],
whereas a constant window is used here. All nodes use the same
contention window at any given time.
In line with the definition used by [18], during DATA con-

tention phase, the slot duration is defined as
(18)

The following analysis is adapted from the Markov analysis
for RTS contention in [12]. A node starts with a uniformly se-
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lected backoff time slot in the integer range . The actual
contention window time period is . For simplicity of anal-
ysis, it is assumed that no collisions happen during the ACK
period, assuming VCS starts due to DATA reception (results
showed that this simplification did not have significant impact
on the analytical predictions). So, in our analysis model, ACK
loss will only be due to decoding and packet detection proba-
bility. If the transmitter does not get an ACK, it restarts the con-
tention window for DATA. Any other node which had received
the DATA does a VCS for an ACK. It resets and restarts con-
tention if an ACK does not arrive. Thus, until one node gets an
ACK, this process will continue.
The protocol can be represented using the model in Fig. 3.

Circles with enclosed numbers are states. Transition probabili-
ties are shown along the arrows. The duration spent in state 1
is 1, and for others states, it is as indicated. In the analysis,
state transitions will be represented as a pair such as for a
transition from state to . State transition probability will be
represented as .
The start of the DATA contention cycle is at state 1. The prob-

ability of a node sending a DATA at the start of a new slot is
modeled as . This is because the
expected value of the uniformly distributed contention window
is , and that is used as the expected value
of a geometric process for transition (1, 2) to satisfy Markov
chain requirements. Once a DATA is sent, the node is in state
2, waiting for time slots for the ACK to arrive. If the ACK
arrives, the process terminates.
The probability that the DATA transmitted in a given slot has

no collision from any other node is , i.e., no
other node transmits a DATA in that slot. The ACK will be suc-
cessfully received if, apart from having no collisions, DATA is
received at the receiver (probability ) and the ACK, in turn,
is received at the transmitter (probability ) with a combined
probability of . This is shown in Fig. 3 as

. If the ACK is not successfully received,
transition (2, 1) happens as shown with probability .
If DATA is not sent (probability ), the current node

counts down the DATA timer by one slot. During this backoff
period, the probability that one of the neighbors has a
successful DATA transmission is

, using the same arguments as in the last paragraph.
And being the DATA detection probability, the current node
could receive DATA from another node with probability .
Thus, the transition (1, 3) with
occurs as shown.
In state 3, it awaits an ACK for time . Thereafter, it goes

back to state 1 with probability 1.
If system is backing off and either DATA or ACK from others

is not received as stated above, it goes back to state 1, as shown
with .
A Markov matrix [16] represents this as follows using

, as shown in Fig. 3:

(19)

is the transient state matrix
The fundamental matrix [16] is . Let

be the expected number of times the system is in state
after starting from state . is the expected number

times the state will be visited if the chain starts in state 1.
Using the standard Markov chain theory [16]

(20)

Let the time until successful reception of ACK from state 1
to state 4 of Fig. 3 be . This gives

(21)

Using (20), can be simplified as

(22)

APPENDIX B
WAITING TIME ANALYSIS

FOR MACA–EA AND MACA–C
The probability generating function of the steady-state prob-

ability distribution for (can be inferred from re-
sults in [16]) is . Service rate is
defined as . The constant is the root of the characteristic
equation of [16], as shown in the following ( is the
shift operator):

(23)

The root needs to be found numerically, except for small
values of . When , (23) becomes quadratic. Roots of
(23) can analytically be found up to , but expressions
are cumbersome. For , analytical roots are not always
obtainable as is generally known in polynomial theory.
The required moments such as expected queue length and

waiting time can be computed as follows. Expected system total
length (includes the packets in service)

(24)

Using Little’s law [16], the expected waiting time (ex-
cluding service) can be found as follows [ from (7)]:

(25)

The total waiting time (the sum of the queuing time
and the service time of one packet ) is then [ from (22)]

(26)



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

14 IEEE JOURNAL OF OCEANIC ENGINEERING

The average intake batch size is reduced to , since retries
will occupy on average for every batch, and needs
to be computed using this modified batch size in (23).

APPENDIX C
WAITING TIME ANALYSIS

FOR MACA–C AND TDMA
The characteristic equation for the system is given

by [19]

(27)

where . The roots of (27) can be found through a
numerical technique [20]. The total system size is [19]

(28)

Using Little’s law [16], the expected waiting time (ex-
cluding service) can be found as follows [ from (12) for
TDMA and from (10) for MACA–C]:

(29)

Total waiting time (the sum of queuing time and ser-
vice time of one packet ) [from (13) for TDMA and from (4)
for MACA–C] is then

(30)
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