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Abstract—Recent advances in scheduling transmissions for un-
derwater acoustic networks utilize and exploit long propagation
latency of acoustic waves for achieving throughput gain. These
techniques utilize the propagation delay information of the consid-
ered network geometry and schedule transmissions in time slots.
Time-slotted transmissions are such that most of the interference
overlaps with the transmission slots and the receiving slots are in-
terference free. Moreover, exploiting propagation delays lead to
multiple transmissions per time slot, thereby resulting in higher
throughput. However, the packet duration of each transmission in
the time slot is assumed to be fixed. The packet duration, however,
provides a degree of freedom that, if utilized, results in strategies
that can be adopted to achieve throughput closer to the established
upper bound. Therefore, we consider the problem of finding un-
slotted transmission schedules allowing unequal packet duration.
Given the propagation delay between nodes in the network and
packet traffic demands, we formulate an optimization problem for
minimizing the fractional idle time in a frame (or period) of the
schedule as a mixed-integer linear fractional problem (MILFP).
We compare our results to the recent advancements that exploit
large propagation delays and result in time-slotted and unslotted
schedules with fixed packet duration. We also present schedules
computed for various network geometries with arbitrary packet
traffic demands.

Index Terms—Underwater acoustic networks, packet traffic
demand, scheduling, throughput.

I. INTRODUCTION

UNDERWATER acoustic (UWA) networks are increasingly
gaining attention in the areas of ocean exploration, ma-

rine research, commercial marine applications, offshore oil in-
dustries, etc. [1]–[4]. Despite the technological advances in
UWA communications and networking, medium access control
(MAC) is still a challenging problem due to the large propaga-
tion delay of the acoustic channel and the half-duplex nature
of communication links. The propagation speed of sound un-
derwater is roughly five orders of magnitude lower than that
of radio waves in air [5]. While propagation delay is negligi-
ble for terrestrial radio-frequency (RF) communications, it is
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an important parameter to be considered in the design of MAC
protocols for UWA communications. Due to the presence of
such unique characteristics in UWA channels, MAC protocols
designed for terrestrial wireless networks cannot be directly
adopted [2], [6].

Efficient scheduling and resource allocation are essential
components for enabling throughput maximization in wireless
networks adopting contention-free MAC protocols. The class
of contention-free protocols includes code division multiple ac-
cess (CDMA), frequency division multiple access (FDMA), and
time division multiple access (TDMA). These protocols divide
the available channel capacity in the acoustic channel into a set
of logical channels for the purpose of multiple access. Among
these protocols, FDMA is considered inefficient for underwater
applications [7]. Most of the work has focused on CDMA- and
TDMA-based protocols. An advantage of TDMA-based proto-
cols is that they provide flexibility in terms of implementation
over any physical layer technology. However, in the case of
CDMA, the available physical layer resources, such as band-
width and power, must be divided among the users. Moreover,
for designing time domain interference alignment schemes by
exploiting large propagation delays, TDMA is a perfect fit.
TDMA-based protocols have been studied in [8]–[20] and more
recently in [10]–[15], [19], and [20]. In TDMA-based protocols,
the time is partitioned into slots and in each time slot, a node
can take a decision to either transmit or remain idle based on the
objective being optimized. The time slots are further grouped
into a frame and these frames repeat periodically.

A variety of scheduling approaches have been proposed that
mitigate the effect of large propagation delays to improve the
overall system performance, e.g., [9] and [16]–[18]. The best
performance achieved using these techniques is comparable to
wireless networks with negligible propagation delays. The pres-
ence of large propagation delay relative to the packet duration
provides a unique opportunity of multiple packets concurrently
propagating in the underwater channel, which must be exploited
in order to improve the channel utilization. A fundamental un-
derstanding of the potential of exploiting large propagation de-
lays in UWA networks to allow network throughput beyond
that of networks with negligible propagation delays is provided
in [12].

Various objectives including maximizing the number of trans-
mission opportunities [12], minimizing the interference bur-
den [15], and minimizing the schedule length [13] have been
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considered for finding schedules exploiting large propagation
delays. In [12], Chitre et al. present a technique to design trans-
mission schedules that ensure most of the interfering messages
overlap in time at the unintended receivers, and the desired mes-
sages are interference free at the intended receivers. A closely
related work is presented in [14], where Lmai et al. use similar
techniques as in [12], and establish an upper bound on through-
put for multihop grid UWA networks and present the schedules
which, when adopted, achieve the throughput upper bound. A
subsequent work presenting the potential of exploiting prop-
agation delay in scheduling for multihop UWA networks was
presented in [15]. Zeng et al. [15] develop a distributed schedul-
ing algorithm which follows the same principle of time domain
interference alignment as presented in [12], i.e., the scheduling
constraints make sure that the messages from the intended trans-
mitter can be received free of interference while the interfering
messages from its unintended transmitters can maximally over-
lap. The optimal throughput is computed for a smaller number
of links scheduled in the network. However, the scheduling fea-
sibility constraints do not consider the interframe collisions due
to which the times at the end of the frame are underutilized and
can cause inefficiency. This problem is addressed in [13]. The
authors formulate the scheduling problem as a mixed-integer
linear problem (MILP) and consider the intraframe as well as
interframe scheduling constraints. This allows for a better ef-
ficiency as it avoids the collisions among adjacent frames and
thereby results in a smaller frame length and higher throughput.
However, the objective minimized in [13] is the frame length and
the packet duration is fixed. Although multiple transmissions per
link are considered, the packet duration is not a variable in the
MILP considered in [13]. We observe that even if the packet du-
ration is considered a variable in the MILP minimizing the frame
length it results in schedules in which the packet duration of all
transmissions remains same and is equal to the lower bound
set on the packet duration. Hence, minimizing the frame length
constrains the full exploitation of the long propagation delays in
UWA networks as it always results in equal packet duration. The
packet duration provides a degree of freedom that, if utilized,
provides schedules with throughput mu ch higher as compared
to those achievable using state-of-the-art methods available and
is closer to the upper bound N

2 [12, Th. 1], where N is the
number of nodes in the network. The specific contributions of
this paper are as follows.

1) We formulate a TDMA-based scheduling problem as an
MILFP which better exploits long propagation delays in
static UWA networks. We consider minimizing the total
fractional idle time in a frame which allows for multi-
ple concurrent transmissions in the medium. The solution
results in the schedule with variable packet lengths.

2) We show that the proposed centralized algorithm resulting
in unslotted and variable packet length schedules performs
better than other state-of-the-art centralized algorithms
available for computing optimal schedules. Specifically,
we compare our results to the following techniques:

a) the time-slotted fixed packet duration schedules that
are computed using centralized algorithm proposed
in [12];

b) the unslotted fixed packet duration schedules that
are computed using centralized algorithm proposed
in [13].

3) We consider some network geometries for which the opti-
mal schedules are known from [12] and present the sched-
ules when arbitrary packet traffic demands are to be sat-
isfied on each link. The throughput drops in many cases
but still remains more than 1. Moreover, it demonstrates
the capability of the algorithm to compute transmission
schedules with different packet traffic demands.

4) The large propagation delay is relative to the transmit-
ted packet duration and hence we quantify the values
and show the regions in which the considered networks
must be operated to achieve significant throughput gains
when compared to radio-frequency-based terrestrial wire-
less networks with negligible propagation delays.

The rest of the paper is organized as follows. In Section II,
we present the system model and assumptions. The problem is
formulated and the MILFP optimization is set up in Section III.
This is followed by the parametric algorithm to solve MILFP in
Section IV. In Section V, we consider a realistic network geom-
etry from a sea-trial experiment and demonstrate the throughput
gain. The computed optimal schedules for network geometries
with arbitrary packet traffic demands are shown in Section VI.
The scalability and complexity analysis of the proposed MILFP
algorithm is presented in Section VII. The regions of opera-
tion for the UWA network where the throughput gains can be
achieved are presented in Section VIII and finally the conclu-
sions are drawn in Section IX.

II. SYSTEM MODEL AND ASSUMPTIONS

The system model and assumptions are as follows.
1) A set L of directed links is considered for scheduling in

a UWA network, given the propagation delay between
all nodes in the network and traffic demands on each
link l ∈ L. Each link l can be explicitly written as a 2-
tuple (j, k) which represents a link where node j is the
transmitter and node k is the receiver. The propagation
delay corresponding to link (j, k) is Djk in seconds. The
packet traffic demand Λjk for link (j, k) is defined as the
number of packets to be transmitted in a single frame on
link (j, k).

2) We allow having packets of different lengths for the same
link. The time relative to the start of the frame, at which
node j starts transmitting the xth packet to node k is txjk ,
where x ∈ {1, . . . , Λjk}. The packet/transmission dura-
tion corresponding to the xth transmission on link (j, k)
is τx

jk . The frame length of the schedule (also termed as
period of the schedule in [12]) is T .

3) A central controller computes schedules based on the
available information on the network topology and traf-
fic demands while exploiting the large propagation de-
lay between the nodes. The network considered is static
(with small motion around the location at which nodes
are deployed). The centralized optimal solution provides
an upper bound on the performance of any distributed
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or heuristic algorithm due to limited knowledge of the
network topology in case of the former and dependence
on the quality of heuristic in the case of latter. Such an
upper bound allows evaluation of the performance of dis-
tributed and heuristic algorithms. For example, the recent
distributed algorithms proposed in [15], [22], and [21] can
be compared against such an upper bound.

4) The mathematical formulation allows having packets of
different lengths for the same link. We assume link traffic
demands to be given in the case of the single-hop networks
or are calculated by given end-to-end traffic demands in
case of a multihop network with predetermined routing.
The proposed framework may be extended to include rout-
ing in the optimization problem, but this is out of the scope
of this paper.

5) We consider a form of TDMA as in several recent works
[12]–[15]. We partition time into frames but do not fur-
ther partition into slots as commonly done. This problem
formulation allows us to have variable packet duration for
each transmission with no slotting required. This plays an
important role in achieving throughput gain. The objec-
tive considered for minimization is the fractional idle time
in a frame. The idle time is the total time for which the
nodes are neither transmitting nor receiving.

6) Underwater acoustic modems are assumed to be half-
duplex in nature, i.e., a node cannot receive and transmit
simultaneously. All the transmissions are assumed to be
unicast and intended to their corresponding destinations,
i.e., a node cannot receive from or transmit to more than
one node simultaneously.

7) We adopt a protocol channel model [23] and denote by α
the ratio of interference range to the communication range.
The protocol channel model assumes that, if two packets
partially overlap in time at the receiver node, then the re-
ceiver is unable to receive either packet successfully. The
communication range depends on the transmission power
at the transmitting nodes. If the transmission power is set
such that the communication range is greater than or equal
to the size of the network considered, any transmission on
a particular node is heard by all other nodes in the network
resulting in the single collision domain, although note that
in multihop networks, the communication range, and the
corresponding interference range will not include all the
nodes in the network and might result in multiple partially
overlapping collision domains.

8) The propagation delay corresponding to the maximum
interference range in the network considered is denoted
by G and is given by

G = max
i,j

αDij (1)

where i, j ∈ {1, . . . , N}.

III. PROBLEM FORMULATION

Consider a pair of links (j, k), (l, i) ∈ L such that node j
transmits its xth packet to node k and node l transmits its yth
packet to node i (see Fig. 1). Fig. 1 illustrates the effect of

Fig. 1. Illustration of the effect of propagation delay on transmission times of
packets to be transmitted on links (j, k) and (l, i).

propagation delay. The interference is caused at node i, only if
node j transmits at such a time txjk that it ends up in the hatched
region (in red) marked in Fig. 1 at node i. The choice of txjk ≤ a
or txjk ≥ b avoids the interference during reception time at node
i and ends up in the dotted region (in green) instead. Note that
the packet lengths τx

jk ’s and τy
li are considered equal in Fig. 1

only for the purpose of illustration. For node j’s transmission
to not interfere with node i’s reception, either of the following
necessary conditions needs to be satisfied:

txjk + τx
jk + Dji ≤ tyli + Dli (2)

or

txjk + Dji ≥ tyli + τy
li + Dli (3)

∀{(j, k), (l, i) ∈ L|Dji ≤ αDjk}, where the condition Dji ≤
αDjk is satisfied when node i lies in the interference range of
node j. The transmission start times txjk , tyli and corresponding
packet duration τx

jk , τ y
li must be chosen such that the desired

message at node i is interference free. The conditions stated
in (2) and (3) are illustrated in Fig. 1. Note that if the inter-
ference range is larger than the size of the network considered
(single collision domain network), then each transmission in the
network is heard by all the nodes. In this case, the conditions
in (2) and (3) apply to all the links in L. We consider single
collision domain network throughout, since this model allows
us to study the effects of propagation delay for the worst case
scenario, although the formulation is general enough to be used
for both single-hop as well as multihop UWA networks. While
presenting the scalability analysis in Section VII, we consider a
multihop network with multiple partially overlapping collision
domains.

If the transmission scheduling decisions are taken considering
the propagation-delay-based constraints listed in (2) and (3), the
corresponding receptions at the nodes will be interference free,
i.e., there will be no collisions within a frame. However, note
that the following possibilities are not captured in the constraints
listed in (2) and (3):

1) the transmissions from the previous frames interfering
with reception in the current frame;

2) the transmission in the current frame interfering with pos-
sible reception in the subsequent frames.

Not considering the above conditions will result in poor
schedules. To consider the interframe constraints, we generalize
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the inequalities

txjk + βT + τx
jk + Dji ≤ tyli + Dli (4)

or

txjk + βT + Dji ≥ tyli + τy
li + Dli (5)

∀{(j, k), (l, i) ∈ L}, where β ∈ Z is the integer constant which
determines the number of adjacent frames in the past and future
in time that are considered. Note that setting β = 0 in (4) and
(5) leads to (2) and (3), respectively. β = −1 corresponds to
conditions considering one adjacent frame in the past while
β = 1 corresponds to conditions considering one adjacent frame
in the future.

There is no upper bound on the value of β, since the frame
length can be arbitrarily small theoretically. In practice, the
schedules with such smaller frame lengths are not imple-
mentable on underwater modems for practical use. In [12],
the optimal schedules for the network geometries result in the
frame lengths which are at least greater than G. With this rea-
sonable assumption of limiting the value of frame length to
be greater than the girth of the network T > G, we limit our
constraints to β = 0, β = 1, and β = − 1. Consider the trans-
mission of a packet in current frame at time t for duration
τ . Interference caused due to this transmitted packet in worst
case only lasts until time t + G + τ . Since we know G < T ,
we have t + G + τ < t + T + τ ⇒ t + G < t + βT, β = 1. In
other words, in the worst case scenario, the interference is only
limited within the next frame.

A. Propagation-Delay Constraints

Consider scheduling all links (j, k) ∈ L in a frame. The num-
ber of packets to be transmitted on each link (j, k) is given by
the traffic demand for that link Λjk packets/frame. x is the index
associated with link (j, k) taking values 1, . . . , Λjk and simi-
larly y is the index for link (l, i) taking values 1, . . . , Λli (e.g.,
t1jk , . . . , t

Λj k

jk , τ 1
jk , . . . , τ

Λj k

jk are variables associated with trans-
mission time and packet duration for each link (j, k)). Note that
the conditions listed in (4) and (5) form a set of disjunctive con-
straints which results in the feasible set forming a nonconvex
region over which the search for the solution is required. There
are two well-known methods for conversion of disjunctive con-
straints to conjunctive constraints: convex-hull reformulation
[24] and Big-M reformulation [25], [26]. We use the Big-M
transformation to convert the disjunctive constraints (4) and (5)
into conjunction and rearrange them as following:

1) β = 0

txjk − tyli + τx
jk ≤ −(Dji − Dli) + Mpxy

jk,li (6)

−txjk + tyli + τy
li ≤ (Dji − Dli) + M(1 − pxy

jk,li); (7)

2) β = 1

txjk − tyli + τx
jk + T ≤ −(Dji − Dli) + Mqxy

jk,li (8)

−txjk + tyli + τy
li − T ≤ (Dji − Dli) + M(1 − qxy

jk,li);
(9)

3) β = −1

txjk − tyli + τx
jk − T ≤ −(Dji − Dli) + Mrxy

jk,li (10)

−txjk + tyli + τy
li + T ≤ (Dji − Dli) + M(1 − rxy

jk,li);
(11)

where pxy
jk,li , q

xy
jk,li and rxy

jk,li are the binary variables1 asso-
ciated with each pair of disjunctive constraints considered
∀(j, k), (l, i) ∈ L and x ∈ {1, . . . , Λjk}, y ∈ {1, . . . , Λli}. In-
equalities (4) and (5) are presented in (6)–(11) after the Big-M
transformation for the values of β from the set {−1, 0, 1}.

B. Duration Between Two Consecutive Transmissions

Since the packet traffic demands Λjk packets per frame for
link (j, k), the following constraint on transmissions from node
j ensures the difference between two consecutive packet trans-
mission times is at least greater than the previous transmitted
packet duration:

tx+1
jk − txjk ≥ τx

jk . (12)

C. Allowing Transmissions and Receptions Across
Frame Boundary

A packet transmission in the current frame at time txjk in the
worst case can cause interference until time txjk + G + τx

jk . To
prevent the end of the packet transmission on the link causing
maximum interference in future to cross the subsequent frame,
we impose the following constraint:

txjk + G + τx
jk < 2T. (13)

Note that the above constraint does not restrict the transmissions
in the frame to be fully contained within the frame.

D. Throughput

The average throughput S of a schedule with frame length T
can be computed by summing the total reception (or equivalently
transmission) time on all the nodes in the network in one frame
duration T

S =
1
T

N∑

j=1

[
∑

(k,j )∈L

Λk j∑

x=1

τx
kj

]
. (14)

E. Inclusion of Packet Headers

In practical modems, the packet consists of the header and
payload. We can include the packet headers in the problem
formulation by replacing τx

jk with τx
jk in all constraints except

the objective function, where

τx
jk = tp + τx

jk (15)

1 With the binary variable taking value 0 or 1 (e.g., pj k ,li = 0 or 1) along with
a large enough value of parameter M , one of the constraints in the disjunctive
pair becomes redundant. Note that the smaller the value of M , the tighter the
Big-M reformulation can be. We select an arbitrarily large value of M for the
transformation.
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TABLE I
SUMMARY OF NOTATIONS AND PARAMETERS

Variable Description

(j, k) A directed link with node j as transmitter and node k as receiver
(l, i) A directed link with node l as transmitter and node i as receiver
L Set of all links in the network
Djk Propagation delay corresponding to link (j, k)
Λj k The number of packets to be transmitted on link (j, k) in a single frame
txj k Transmission time of the xth packet scheduled on link (j, k)
ty
li

Transmission time of the y th packet scheduled on link (l, i)
τ x
j k Transmission/Packet duration of the xth packet scheduled on link (j, k)

τ y
li

Transmission/Packet duration of the y th packet scheduled on link (l, i)
tp Packet header duration
τlb Lower bound on the packet duration on all links
α Ratio of interference range to communication range
pxy

j k ,l i
, qxy

j k ,l i
, rxy

j k ,l i
Binary variables associated with each pair of variables txj k and ty

li
for the Big-M transformation

T Frame duration
β Number of adjacent frames in the past and future considered for collisions due to propagation delay
G Propagation delay corresponding to the maximum interference range in the network
S Normalized network throughput

and tp is the packet header duration whereas τx
jk is the payload

duration. We present the results including the nonnegligible
packet headers in Section V-A3.

F. Objective Function

The objective considered in the recent work [13] is to mini-
mize the frame length T , and the packet duration is fixed. Even
if the packet duration is considered a variable, minimizing T
results in packet duration which are equal in size for all trans-
missions to the lower bound set on the packet duration. We
demonstrate this in Section V for a particular case. Minimizing
T prevents the full exploitation of large propagation delays in
UWA networks. To utilize the degree of freedom that is provided
by varying the packet duration, we formulate a different objec-
tive which results in variable packet duration and eventually
a significant gain in throughput. We know that the throughput
upper bound is N

2 from [12], i.e.,

S ≤ N

2
⇒ N − 2S ≥ 0 (16)

⇒
NT − 2

N∑
j=1

[
∑

(k,j )∈L

Λk j∑
x=1

τx
kj

]

T
≥ 0. (17)

The numerator in the resulting equation shown in (17) is split
into three terms to show that it results in fractional idle time in a
frame as shown in (18). Note that the minimization of fractional
idle time results in maximal usage of the total time available
in a frame and allows for multiple nodes to transmit simultane-
ously without causing collisions. The objective function to be
minimized as the fractional idle time in a frame is

fMILFP =
1
T

[
NT −

N∑

j=1

{
∑

∀(j,k)∈L

Λj k∑

x=1

τx
jk

︸ ︷︷ ︸
sum of TX Packet

duration from Node j

+
∑

∀(k,j )∈L

Λk j∑

x=1

τx
kj

︸ ︷︷ ︸
sum of RX Packet
duration at Node j

}]

(18)

where N is the total number of nodes in the network. The first
term of the numerator in (18) is the sum of the total time avail-
able including all the N nodes in the network per frame. The
rest comprises two terms which constitute the amount of time
the network nodes are busy with transmissions and receptions.
The frame length T in the denominator of (18) prevents the
frame length from taking very small values resulting in triv-
ial solutions. The objective function in (18) is a ratio of two
linear functions. This is a nonlinear objective function and to-
gether with the mixed-integer propagation-delay constraints the
problem is an MILFP [27]

min
1
T

[
NT −

N∑

j=1

{ ∑

(j,k)∈L

Λj k∑

x=1

τx
jk +

∑

(k,j )∈L

Λk j∑

x=1

τx
kj

}]

s.t. txjk − tyli + τx
jk − Mpxy

jk,li ≤ −(Dji − Dli)

−txjk + tyli + τy
li + Mpxy

jk,li ≤ (Dji − Dli) + M

txjk − tyli + τx
jk + T − Mqxy

jk,li ≤ −(Dji − Dli)

− txjk + tyli + τy
li − T + Mqxy

jk,li ≤ (Dji − Dli) + M

txjk − tyli + τx
jk − T − Mrxy

jk,li ≤ −(Dji − Dli)

− txjk + tyli + τy
li + T + Mrxy

jk,li ≤ (Dji − Dli) + M

− tx+1
jk + txjk + τx

jk ≤ 0

txjk + τx
jk − 2T < −G. (19)

The domains of the variables in the above optimization problem
are txjk , T ∈ R+ and pxy

jk,li , q
xy
jk,li , r

xy
jk,li ∈ {0, 1} ∀j, k, l, i

∈{1, . . . , N}, (j, k), (l, i) ∈ L, x ∈ {1, . . . Λjk}, y ∈ {1, . . . ,
Λli} and τlb ≤ τx

jk ≤ ∞, where τlb ∈ R+ is the lower bound set
on the packet duration. The notations and parameters used in
this formulation are summarized in Table I. This formulation
does not restrict the packet duration from being zero. This
might lead to unfair distribution of time with most time being
assigned to the nodes in the network such that the throughput
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Algorithm 1: Parametric Algorithm.
Initialization.
Set n = 1, w1 := 0, ε = 10−4

for n = 1, 2, . . . do
Solve equivalent sub-problem

F (w) = min
{
cTx + d− wn (eTx + f)

}
subject to

constraints in (19)
if |F (wn )| ≥ ε then

let wn+1 = cTx∗
n +d

eTx∗
n +f

else
Stop, output x∗

n as optimal solution and w∗ = wn as
the optimal value

end if
end for

is maximized. To ensure some link fairness, a lower bound τlb

on the packet duration for any transmission on link (j, k) can
be set to a nonzero value. This ensures that node j transmits to
node k at least Λjk τlb s per frame.

Propagation delays considered in this formulation are as-
sumed to be known with absolute certainty. However, we can
consider uncertainties in propagation delays due to reasons such
as node mobility because of ocean currents, uncertainty in the
measurement of exact deployed locations, and physical changes
in the ocean environment. We can model the uncertainty or vari-
ation in the propagation delay by assuming that they are known
to lie in a given set. The formulated optimization problem (19)
can be modified and reformulated as a robust optimization prob-
lem [28] to find the optimal schedule which is robust to all
those values of propagation delays lying in the uncertainty set
considered.

IV. MILFP SOLUTION

An MILFP has an objective function which is a ratio of two
linear functions subject to mixed-integer linear constraints. The
parametric algorithm based on Newton’s method has been re-
cently proposed as an efficient solution method to MILFP prob-
lems [27], [29]. For the sake of brevity, let us denote the objective
function in (18), which is a ratio of two linear functions, in a
concise form as

fMILFP =
1
T

[
NT −

N∑

j=1

{
∑

(j,k)∈L

Λj k∑

x=1

τx
jk +

∑

(k,j )∈L

Λk j∑

x=1

τx
kj

}]

=
cTx + d

eTx + f
(20)

where x is the vector of variables and c, e are coefficients in the
fractional linear objective.

The main idea of this algorithm is to transform the original
MILFP problem into an equivalent parametric MILP problem
F (w) as shown in Algorithm 1. This problem has the same
constraints but a different objective function formulated as the
numerator of the original objective function minus the denom-
inator multiplied by a parameter w. One unique feature of

Fig. 2. UNET network node locations during the MISSION 2013 experiment
(deployment #1). White markers are network nodes. The geometry considered
for the case study is marked with the distances between the links.

the function F (w) is that when F (w) = 0, the inner MILP
problem has a unique optimal solution which is exactly the
same as the global optimal solution to the original MILFP prob-
lem [29]. Based on this property of F (w), solving the MILFP
problem becomes equivalent to finding the root of the equation
F (w) = 0. Therefore, numerical root-finding approaches such
as Newton’s method can be applied to solve this problem.

V. RESULTS

To demonstrate throughput gain, we first consider a realistic
network geometry from an at-sea experiment and then show the
average throughput gain computed over several random three
node network deployments. To show the throughput gain that
can be achieved by packet duration variability, we present a
comparative study between the following methods.

1) Time-slotted fixed packet duration solution—In this ap-
proach, we compute the time-slotted transmission sched-
ule to be used with optimal time slot length and packet
duration minimizing the guard times. We use the algo-
rithm presented in [12] to compute the throughput optimal
schedule for the considered network geometry.

2) Unslotted fixed packet duration solution—For this case,
we consider the MILP algorithm presented in [13] and
compute throughput at the optimal value of packet dura-
tion which is an unslotted schedule with the least frame
length.

3) Variable packet duration with no time slotting solution—
In this case, we solve the MILFP shown in (19), which
minimizes the fractional idle time in a frame, using
Algorithm 1 and calculate the throughput.

A. Throughput Gain: Sea-Trial Network Geometry

The UNET network deployed (Fig. 2) during the MIS-
SION 2013 experiment in Singapore waters consisted of
a UNET-II modem [30] (marked P21 in Fig. 2) mounted
below a barge and six UNET-PANDA nodes [31] deployed
at various locations within 2-km × 2-km area around the
barge. The modems labeled as P21, P28, and P29 in Fig. 2
are node 1, node 2, and node 3, respectively, in the analysis.
Given this network geometry, we schedule the links in



ANJANGI AND CHITRE: PROPAGATION-DELAY-AWARE UNSLOTTED SCHEDULES WITH VARIABLE PACKET DURATION 983

Fig. 3. Throughput sensitivity to time slot length while using the algorithm in [12] and to packet duration while using the algorithm in [13] is shown along
with the throughput comparison when using the proposed MILFP technique resulting in unslotted variable packet duration schedules for the considered sea-trial
network geometry. (a) Throughput sensitivity to time slot length and packet duration. (b) Throughput comparison of centralized algorithms.

L = {(1, 2), (2, 1), (2, 3), (3, 2), (1, 3), (3, 1)}. The corre-
sponding propagation delays are computed considering the
speed of sound underwater c = 1540 m/s. For the considered
network geometry, the distances among the nodes are marked
as shown in Fig. 2.

1) Time-Slotted Fixed Packet Duration Solution: To com-
pute the schedules using the algorithm presented in [12], we
require the propagation delay between links in units of time
slot length. Moreover, the algorithm in [12] only accepts integer
propagation delays. We present some preliminary concepts and
notation required to understand the solution.

The network geometry can be represented in the form of a
delay matrix shown in [12, eq. (1)], where each element of
the delay matrix contains the propagation delay between the
corresponding pair. The delay matrix is denoted by D and each
of its element Djk denotes the measured propagation delay
between node j and node k in units of time slot length τ . Note
that the elements of the delay matrix can be noninteger, i.e., D
can be a noninteger delay matrix. But with appropriate choice
of time slot length τ , the given noninteger delay matrix can be
closely approximated to an integer delay matrix D′ [12, eq. (4)].
If the network has a noninteger delay matrix, packets transmitted
on the time slot boundaries may be received across time slot
boundaries. For a noninteger delay matrix D, the elements are
rounded off to yield an integer delay matrix D′ and the largest
round off errors in approximating Djk ’s to the nearest smaller
and larger integer are denoted by ρ+ and ρ−, respectively, and
defined in [12, eq. (11)].

Due to the approximations in the delay matrix, the guard
intervals are needed at the start and end of the time slots. ρ+

and ρ− are the worst delay approximations made. The packet
transmission on the links with these delay approximations will
either yield in an early reception of the packet or a delayed
reception of the packet depending on whether propagation delay
(in units of time slot length τ ) of that link is approximated to
a larger number or a smaller number, respectively. It is obvious
that τρ− is the worst amount of time that must be left before
the transmission starts in order to prevent the early receptions

TABLE II
TIME-SLOTTED FIXED PACKET DURATION SOLUTION

Parameter Value

τ ∗ 204 ms
τ ∗(1 − ρ− − ρ+ ) 184 ms
ts 19.03 ms
te 0.97 ms
Sρ 1.35

and τρ+ is the worst amount of time that must be left after
the transmission ends in the time slot, in order to prevent the
delayed reception. Hence, we denote these start and end guard
times in the time slot by

ts = τρ− (21)

te = τρ+ . (22)

Therefore, the maximum duration for which the time slot can
be used for transmission is given by

τ − (ts + te) = τ(1 − ρ− − ρ+). (23)

An exhaustive search by varying the time slot length from τmin
to τmax in steps of size Δx will provide the optimal time slot
length τ and guard times ts , te that can be used. Δx is the
smallest incremental duration in the packet length. In practical
modems, the step size Δx depends on many factors such
as modulation and coding scheme employed at the physical
layer. We set Δx = 1 ms while performing the exhaustive
search. In practice, Δx is usually larger than 1 ms (e.g., in the
UNET modem [30]), and hence our throughput estimate here
is intentionally optimistic. τmin and τmax are the minimum
and maximum possible time slot lengths, the values of which
are constrained by the minimum or maximum packet duration
that can be set in the underwater acoustic modems. Let Z
denote the number of successful transmissions (or, equivalently,
receptions) scheduled in one frame of length T . For each value
of time slot length τ between τmin and τmax , the delay matrix
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Fig. 4. Schedule visualization with fixed time slot length and packet duration. The guard times set in the time slot take care of the early receptions and delayed
receptions problem due to the approximations made in the delay matrix. Throughput achieved is 1.35.

and its corresponding approximations ρ+ and ρ− are computed.
Z
T is calculated from the schedule computed using the algorithm
from [12]. The throughput Sρ is then computed as

Sρ =
Z

T

(
τ(1 − ρ− − ρ+)

τ

)
=

Z

T
(1 − ρ− − ρ+). (24)

Sρ is the number of successful transmissions per time slot
multiplied by the time slot efficiency. The time slot length
corresponding to the maximum value of the objective function is
chosen to be the optimal time slot length τ ∗ and corresponding
packet duration is set. Throughput sensitivity to the selection
of time slot length is shown in Fig. 3(a) when schedules are
computed using algorithm proposed in [12]. Time slot length
is varied from 1 to 1000 ms and for those time slot lengths
which result in a good approximation to integer delay matrix,
the schedule is computed and the corresponding throughput is
plotted in the case of [12]. The optimal time slot length and the
corresponding throughput are marked in Fig. 3(a).

The time slot length τ is varied from τmin = 1 ms to τmax =
1000 ms and Δx = 1 ms is set. The optimal value of time slot
length and other parameters are tabulated in Table II. The delay
matrix and the integer delay matrix corresponding to time slot
length τ ∗ are

D =
L

cτ ∗ =

⎡

⎢⎣
0 1.9067 2.9666

1.9067 0 3.0048
2.9666 3.0048 0

⎤

⎥⎦

D′ =

⎡

⎢⎣
0 2 3
2 0 3
3 3 0

⎤

⎥⎦ .

With this delay matrix, the optimal schedule is computed us-
ing the algorithm presented in [12]. The frame length com-
puted is T = 8 slots with each slot duration τ ∗ = 204 ms. The
throughput is calculated to be Sρ = 1.35. The schedule is vi-
sualized in Fig. 4, using the optimal values computed for the
network setting. Since we know the time slot length, the guard
times, and the frame length of the schedule, we can plot the

TABLE III
UNSLOTTED FIXED PACKET DURATION SOLUTION

Link Transmission Start Time (s) Packet Duration (s)

(1, 2) 3.2676 0.539
(2, 1) 2.0495 0.539
(2, 3) 0.1422 0.539
(3, 2) 0.0683 0.539
(1, 3) 1.3604 0.539
(3, 1) 3.7405 0.539

transmitted packets, the received packets, and the interfered
packets accurately in time at each node. We leave ts amount of
time before the start of the transmission in a transmitting slot and
te amount of time at the end of the transmission. In Fig. 4, it is
clear that all the receptions are interference free as expected and
all interfering packets are aligned with the transmitting slots.

2) Unslotted Fixed Packet Duration Solution: In [13], the
scheduling problem is formulated as an MILP and the objective
function considered for minimization is frame length T . The
packet duration is fixed. To find the optimal packet duration
resulting in the maximum throughput we vary the packet dura-
tion similar to the time slot length in Section V-A1 in steps of
1 ms. For each value of fixed packet duration set, we compute
the schedule and the corresponding throughput. The through-
put computed is plotted against the packet duration values and
shown in Fig. 3(a). The optimal packet duration and the corre-
sponding throughput are marked in Fig. 3(a). The transmission
start times in the schedule at the optimal packet duration are tab-
ulated in Table III. The frame length is T = 2.4462 s. Through-
put S is computed from (14), S = 1.3220. The optimal schedule
computed is visualized in Fig. 5. To visualize the schedule we
plot the transmission and reception events in time based on
the transmission times, propagation-delay information, and the
packet duration computed. Also, note that all the receptions in
the schedule shown in Fig. 5 are interference free and most of
the interference aligns with the transmission times. The lower
bound on the packet duration is set to different values and the
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Fig. 5. Schedule visualization for unslotted fixed packet duration schedule. Note that all the packet transmissions are of equal size: 539 ms. Throughput computed
is 1.32.

TABLE IV
VARIABLE PACKET DURATION SOLUTION

Link Transmission Start Time (s) Packet Duration (s)

(1, 2) 1.4266 0.7779
(2, 1) 0.9864 0
(2, 3) 0.9864 0.3968
(3, 2) 0.7701 0.4325
(1, 3) 2.2045 0.3968
(3, 1) 0.3890 0.3812

solution still results in all transmissions with equal value, the
same as the lower bound set.

Note that even if the packet duration is considered a variable
in the MILP in [13], the packet duration values in the resulting
solution are equal to the lower bound set on the packet duration.
The reason for all the transmission duration to be the same in
this case is due to the choice of the objective function which
is the frame length T . If the frame length is minimized, the
packet duration of all transmissions contributing to the frame
length has to be the least possible values that they can have.
Therefore, the frame length is not a good choice if the potential
of exploiting the large propagation delays needs to be studied,
since this formulation will not allow the variability in the packet
duration.

3) Variable Packet Duration With No Time Slotting Solution:
Next, we consider the solution resulting from solving (19) using
Algorithm 1.

1) Uniform packet traffic demand: The lower bound on
packet duration τx

jk is set to 0 and the packet traffic
demand considered is 1 packet/frame on each link. For
the considered setting, the transmission times and corre-
sponding packet duration are tabulated in Table IV. The
frame length computed is T = 1.6071 s. Throughput S is
computed from (14), S = 1.484. Note that the throughput
computed in this case is significantly closer to the upper
bound N/2 (which is 1.5) as compared to the through-
put computed in the previous section with fixed packet
duration and time slot length as shown in Fig. 3(b). The

reason for an increase in the throughput from the previous
case is the variability in the packet duration. From Fig. 6,
it is clear that by varying the packet duration, the trans-
missions and receptions on each node can be scheduled
in such a way that the total idle time is minimized while
exploiting the large propagation delays. This results in the
throughput gain. Note that all the receptions in Fig. 6 are
interference free and the interfering packets are aligned
with the duration in which the nodes are busy transmit-
ting. However, the packet traffic demand was set to be one
packet for each link for this example. The schedule found
is optimal given the network geometry and the packet traf-
fic demand. Do note that one of the packet duration on the
link (2, 1) is 0. This essentially means that the transmission
on this link does not take place. We did not constraint the
problem in (19) with the requirement for any minimum
duration for which each link needs to be served. This can
be easily added by setting a positive lower bound on the
packet duration.

2) Nonnegligible packet headers: Next, let us consider in-
cluding the packet headers in the problem as explained
in Section III-E. Note that inclusion of packet headers is
needed if the packet duration values lesser than the packet
header lengths are to be prevented in the resulting solu-
tion. The provision to include this in the problem allows
us to find schedules such that the packet duration in the
solution is at least greater than the packet header lengths.
The propagation-delay constraints (4) and (5) after includ-
ing packet header tp are as follows:

txjk + βT + (tp + τx
jk ) + Dji ≤ tyli + Dli (25)

or

txjk + βT + Dji ≥ tyli + (tp + τy
li) + Dli (26)

∀{(j, k), (l, i) ∈ L}. The constraints are transformed and
the corresponding MILFP is set up. The objective func-
tion does not need to be changed since the total time
contributed by the packet headers of each transmission
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Fig. 6. Schedule visualization with variable packet duration. Note that there are no time slots and the transmission times and packet lengths are such that the
total idle time is minimized. Throughput achieved is 1.484, which is significantly closer to the upper bound on the throughput.

TABLE V
VARIABLE PACKET DURATION SOLUTION WITH PACKET HEADERS

Link Transmission Start Time (s) Payload Duration (s)

(1, 2) 0.0278 0.7579
(2, 1) 1.1947 0.0157
(2, 3) 1.2304 0.3768
(3, 2) 1.0142 0.3768
(1, 3) 0.8057 0.4125
(3, 1) 0.6330 0.3255

and reception is considered as the idle time and is a con-
stant for known packet header duration. We set the packet
header duration to be 20 ms and leave all other settings the
same as in the previous section. The optimal solution with
transmission times and the packet duration are computed
and tabulated in Table V. The frame length in the solution
is expected to be no lesser than its value computed with-
out considering the packet headers. In this case, the frame
length computed remains same, T = 1.6071 s, however,
with a different schedule as can be observed from the
value of transmission times and the corresponding packet
duration as shown in Table V. If we consider the channel
utilization, the packet headers must be used in through-
put computation and can be compared to the upper bound
1.5. The total channel utilization is 1.484 which is much
closer to the upper bound. Also note that for this case the
channel utilization remains the same to the case without
considering the packet header duration, however with a
different schedule (see Table V). The packet duration for
the transmission on link (2, 1) in the case without the
packet headers was 0 (see Table IV), while after consider-
ing the packet headers, on the same link (2, 1), the payload
duration is 15.7 ms. Note that an optimal solution cannot
be reached at by deducting the values of packet duration
by the packet header duration and using the same sched-
ule as Table IV, since this will lead to a negative packet
duration on link (2, 1).

To summarize the results, the computed throughput for the
considered sea-trial network geometry using the algorithms
from [12] and [13] and MILFP (19) are shown in Fig. 3(b).
Note that allowing variability in the packet duration resulted in
a throughput much closer to the upper bound 1.5.

B. Throughput Gain: Randomly Deployed
Network Geometries

Consider an equilateral-triangle network with the propagation
delay on each of the link set to 1 s. The optimal schedule and
throughput for such a network geometry are known from [12].
For an equilateral-triangle network, the optimal throughput is
1.5 and can be achieved when the optimal schedule is adopted
[12]. To generalize the results obtained for the three-node sea-
trial network geometry, we randomly perturb the locations of
the nodes in the equilateral-triangle network within a sphere
of radius r. The random perturbations in the location of nodes
affect the throughput. The coordinates of the node location are
perturbed uniformly and the radius r is chosen such that it
causes a change in the propagation delay of at most 0.4 s, i.e.,
the propagation delay on each link may lie between 0.8 and
1.2 s. The algorithms from [12] and [13] and MILFP (19) are
used to compute the schedules and the corresponding through-
put. The average throughput is computed over 100 such random
instances. The comparison is shown in Fig. 7. Note that the re-
sults from [12] and [13] almost remain the same, however, the
significant gain in the throughput is observed when the variabil-
ity in the packet duration is allowed.

VI. NETWORK GEOMETRIES WITH ARBITRARY

TRAFFIC DEMANDS

In this section, we present optimal schedules for some net-
work geometries, given arbitrary packet traffic demands with an
objective to study the effect of packet traffic demands and to
provide insights by comparing the similarities and differences
with schedules computed in [12]. We elucidate these objectives
here.
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Fig. 7. Average throughput is computed over 100 network geometries with
three nodes and six links to compare against the known upper bound on the
throughput.

1) Effect of packet traffic demand: The throughput optimal
schedules are already known for the network geometries
that are considered here, from [12]. However, the packet
traffic demands are not supported in [12]. We study the
effect of including the traffic demands on these through-
put optimal schedules. This setup is more practical, since,
in reality, the traffic demands are derived from user re-
quirements. The results in [12] only select those links for
transmission which are throughput maximizing. However,
the problem formulation in (19) allows us to select the
links and the corresponding packet traffic demands. The
lower bound on the packet duration can be set to a nonzero
value to ensure minimum link fairness. This gives us con-
trol on the minimum fairness level to be maintained for
all the links considered for scheduling. We demonstrate
these features of the algorithm in this section.

2) Schedule matrix representation of MILFP solution: Since
all the network geometries considered in this section for
illustration have integer propagation delays among the
links, the schedules found by solving (19) result in equal
packet duration. Therefore, the solution can be represented
in the form of a time-slotted schedule by simply setting
the time slot length equal to the packet duration. This will
be helpful in comparing the schedules computed with the
time-slotted schedules in [12], which can be represented
in the matrix form and are elucidated in Sections VI-A and
VI-B. This provides insights on the similarity in the results
obtained from [12] and the proposed MILFP algorithm.

A. Schedule Matrix

A schedule is denoted by matrix W which determines the
time slots in which each node in the network transmits and
receives messages. Its entries are as follows.

1) If Wj,t = i > 0, then node j transmits a message to node
i in time slot t.

2) If Wj,t = −i < 0, then node j receives a message from
node i in time slot t.

3) If Wj,t = 0, then node j is idle during time slot t.

nWj,t+T = Wj,t ∀ j, t, represents that the schedule is of frame
length T . Therefore, it can be written as a matrix of order N × T
denoted by W(T ) (see [12, Sec. III-B] for details). Note that
solving the MILFP presented in (19) can be represented in the
form of the schedule matrix only because the solution for the
considered network geometries in this section results in equal
packet duration and thus provides an opportunity to compare the
solutions and appreciate the similarity and differences among
them.

B. Illustrative Network Geometries

For each network geometry, we consider two different sets of
packet traffic demands denoted by Λ1 and Λ2 . Each set Λ1 and
Λ2 contains the packet traffic demand for each link l ∈ L. For
example, Λ1

l packets/frame is the packet traffic demand on link
l from the first set and Λ2

l packets/frame is the packet traffic de-
mand on link l from the second set. Table VI lists the arbitrarily
set packet traffic demands for the networks considered. There
are six links to be scheduled for all three networks as shown
in the first column of Table VI. For example, Λ2

(1,2) = 3 for the
equilateral-triangle network in Table VI implies that there must
be three packet transmissions per frame on link (1, 2).

1) Equilateral Triangle: Consider an equilateral-triangle-
shaped network geometry with the propagation delay between
the links set as 1 s. We consider two different sets of packet
traffic demands as shown in Table VI. The delay matrix2 for a
three-node equilateral-triangle network geometry is

and the optimal schedules computed by solving (19) for the
packet traffic demands Λ1

l and Λ2
l are represented in Table VII.

The packet transmission times and the corresponding packet
duration on each of the six links considered are presented in
appropriate columns of Table VII. Moreover, the solution is
also represented in the form of the schedule matrix W (shown
in the last row of Table VII) to compare it with the solution
in [12].

1) Λ1
l packets/frame: The six links considered must be sched-

uled once in the frame. The solution found is listed in
Table VII, and the frame length computed is T = 4. The
transmission times and packet duration listed in Table VII
are represented in the form of the schedule matrix de-
noted as W(4) . Note that there are six positive entries per
frame of length T = 4 s indicating six successful transmis-
sions per frame, and hence the throughput is computed as
S = (6/4) = 1.5. The throughput optimal schedule com-
puted in [12] is the same schedule as shown in Table VII

2Note, in this section, the elements of the delay matrix are in units of seconds
and not in units of time slot length as considered in Section V-A1. We present
the propagation delays in the form of the delay matrix only for maintaining
uniformity with the representation in [12].
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TABLE VI
ARBITRARY PACKET TRAFFIC DEMANDS FOR ILLUSTRATIVE NETWORK GEOMETRIES CONSIDERED

Equilateral Triangle Isosceles Triangle Linear Network

Propagation Delay (s) Packet Traffic Demand Propagation Delay (s) Packet Traffic Demand Propagation Delay (s) Packet Traffic Demand

Link Λ1
l pkts/frameΛ2

l pkts/frame Λ1
l pkts/frameΛ2

l pkts/frame Λ1
l pkts/frameΛ2

l pkts/frame

(1, 2) 1 1 3 1 1 1 1 1 2
(2, 1) 1 1 1 1 1 2 1 1 1
(2, 3) 1 1 2 2 1 1 1 1 2
(3, 2) 1 1 2 2 1 2 1 1 1
(1, 3) 1 1 1 2 1 1 2 1 2
(3, 1) 1 1 3 2 1 2 2 1 1

TABLE VII
OPTIMAL SCHEDULES FOR EQUILATERAL-TRIANGLE NETWORK GEOMETRY

Λ1
l packets/frame Λ2

l packets/frame

Link Transmission Time
(s)

Packet Duration
(s)

Transmission Time (s) Packet Duration (s)

(1, 2) t1
1 2 = 0 τ 1

1 2 = 1 t1
1 2 = 3, t2

1 2 = 6, t3
1 2 = 7 τ 1

1 2 = 1, τ 2
1 2 = 1, τ 3

1 2 = 1
(2, 1) t1

2 1 = 0 τ 1
2 1 = 1 t1

2 1 = 3 τ 1
2 1 = 1

(2, 3) t1
2 3 = 3 τ 1

2 3 = 1 t1
2 3 = 1, t2

2 3 = 5 τ 1
2 3 = 1, τ 2

2 3 = 1
(3, 2) t1

3 2 = 1 τ 1
3 2 = 1 t1

3 2 = 1, t2
3 2 = 5 τ 1

3 2 = 1, τ 2
3 2 = 1

(1, 3) t1
1 3 = 2 τ 1

1 3 = 1 t1
1 3 = 2 τ 1

1 3 = 1
(3, 1) t1

3 1 = 2 τ 1
3 1 = 1 t1

3 1 = 0, t2
3 1 = 4, t3

3 1 = 8 τ 1
3 1 = 1, τ 2

3 1 = 1, τ 3
3 1 = 1

Equivalent Schedule Matrix

W (4 ) =

⎡

⎣
2 −2 3 −3
1 −1 −3 3
−2 2 1 −1

⎤

⎦

Throughput
⇒ S = 6

4 = 1.5

Equivalent Schedule Matrix

W (9 ) =

⎡

⎣
−3 −3 3 2 −2 −3 2 2 0
0 3 −3 1 −1 3 −3 −1 −1
1 2 −2 −1 1 2 −2 0 1

⎤

⎦

Throughput
⇒ S = 1 2

9 = 1.33

for the equilateral triangle where only the throughput-
maximizing links are chosen. This shows that selection
of Λ1

l packet traffic demand is throughput optimal for the
considered equilateral-triangle network geometry.

2) Λ2
l packets/frame: For this case, the six links are sched-

uled as many times as represented in the column Λ2
l pack-

ets/frame of Table VI. The transmission times and packet
duration are shown in Table VII along with the equiva-
lent schedule matrix W(9) . The frame length computed is
T = 9. The formulation allows us to compute such sched-
ules with arbitrary traffic demands which is not possible
using the algorithm from [12]. Note that the schedule com-
puted has three idle slots and the throughput computed is
1.33, which is although greater than 1, which is lesser than
the throughput upper bound.

2) Isosceles Triangle: Next, we consider an isosceles-
triangle-shaped network geometry with the delay matrix as
shown below:

We consider again two different sets of packet traffic demands
as shown in Table VI.

1) Λ1
l packets/frame: Again the six links considered must

be scheduled once in the frame for this case. The frame
length computed is T = 4 and throughput S is 1.5. The
equivalent schedule matrix along with the MILFP solution
is shown in Table VIII. The schedule W(4) computed
for this case is significantly different from the optimal
schedule found for the same network geometry in [12].
Although both the schedules are throughput optimal, the
difference is the frame length.

2) Λ2
l packets/frame: Next, we consider each of the six links

to be scheduled as per the packet traffic demand listed
in Λ2

l column of Table VI. The lower bound (τlb) on the
packet duration is set to 1 s for this case to ensure that each
link transmits at least 1 s. We expect to find schedules in
which the packet traffic demand is satisfied along with the
minimum packet duration requirement. The frame length
is computed to be T = 7, and the optimal solution is repre-
sented in Table VIII. Note that all the six links considered
are active for 1 s and the packet traffic demand is also
satisfied, i.e., the links (2, 1), (3, 2), and (3, 1) all transmit
twice in the frame along with the rest of the links, which
transmitted one packet per frame as required.
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TABLE VIII
OPTIMAL SCHEDULES FOR ISOSCELES-TRIANGLE NETWORK GEOMETRY

Λ1
l packets/frame Λ2

l packets/frame

Link Transmission Time
(s)

Packet Duration
(s)

Transmission Time (s) Packet Duration (s)

(1, 2) t1
1 2 = 0 τ 1

1 2 = 1 t1
1 2 = 0 τ 1

1 2 = 1
(2, 1) t1

2 1 = 2 τ 1
2 1 = 1 t1

2 1 = 0, t2
2 1 = 2 τ 1

2 1 = 1, τ 2
2 1 = 1

(2, 3) t1
2 3 = 3 τ 1

2 3 = 1 t1
2 3 = 3 τ 1

2 3 = 1
(3, 2) t1

3 2 = 2 τ 1
3 2 = 1 t1

3 2 = 2, t2
3 2 = 4 τ 1

3 2 = 1, τ 2
3 2 = 1

(1, 3) t1
1 3 = 1 τ 1

1 3 = 1 t1
1 3 = 6 τ 1

1 3 = 1
(3, 1) t1

3 1 = 0 τ 1
3 1 = 1 t1

3 1 = 0, t2
3 1 = 3 τ 1

3 1 = 1, τ 2
3 1 = 1

Equivalent Schedule Matrix

W (4 ) =

⎡

⎣
2 3 −3 −2
−3 −1 1 3
1 −2 2 −1

⎤

⎦

Throughput
⇒ S = 6

4 = 1.5

Equivalent Schedule Matrix

W (7 ) =

⎡

⎣
2 −2 −3 −2 0 −3 3
1 −1 1 3 −3 0 −3
1 −1 2 1 2 −2 0

⎤

⎦

Throughput
⇒ S = 9

7 = 1.2857

3) Linear Network: Now we consider a three-node linear
network with the delay matrix:

The different packet traffic demands are shown in Table VI. The
corresponding schedule is computed again by solving (19).

1) Λ1
l packets/frame: For this case, we compute the schedules

with both τlb = 0 and 1 s. In Table IX, we present the
schedule with lower bound τlb set to 0. When τlb is set to
1 s, the optimal schedule matrix computed is

W(6) =

⎡

⎢⎣
2 −2 3 3 −3 −3
1 −1 −3 0 0 3
−2 2 1 1 −1 −1

⎤

⎥⎦

⇒ S =
8
6

= 1.33. (27)

The schedule computed is significantly different from the
result in [12]. The schedule from [12] for the same linear
network is the same as shown in Table IX. Note that for
the schedule from [12], the links (2, 1) and (3, 2) are
not scheduled. The reason is that the algorithm in [12]
only selects the throughput-maximizing links. However,
we solve the MILFP (19) by setting τlb = 1 s and Λ1

l

packets/frame on each link, to make sure that all the links
are scheduled at least once with packet duration of at least
1 s. Therefore, we see that links (2, 1) and (3, 2) are
scheduled with a packet duration of at least 1 s in W(6)

as shown in (27).
2) Λ2

l packets/frame: Similarly, we also present the MILFP
solution and the equivalent schedule matrix with τlb =
1 s for this case as shown in Table IX. The frame length
computed is T = 8, with throughput S = 1.12.

These examples demonstrate that the control provided by this
formulation is necessary to compute useful schedules for many
application scenarios with different traffic demands.

VII. SCALABILITY AND COMPLEXITY ANALYSIS

In Section V, we considered a UWA network with single
collision domain and demonstrated that unslotted schedules with
variable packet duration result in throughput closer to the upper
bound and outperform the state-of-the-art centralized algorithms
presented in [12] and [13]. The proposed MILFP is a centralized
algorithm and schedules are computed offline. The maximum
network size (in terms of the number of nodes and links) for
which MILFP can be solved in a reasonable amount of time
is of interest. To study the scalability of the algorithm with the
number of nodes and links in the network, we compute schedules
for much larger multihop networks. The proposed algorithm is
general enough to be used for finding schedules for multihop
UWA networks with multiple partially overlapping collision
domains. We consider multihop multiline grid networks (also
considered in [14]) and compute the schedules using (19) as the
number of nodes in the network increases. Multihop multiline
grid topology consists of parallel lines with regularly placed
nodes. Messages originate from the first node on each line and
are destined to the final node on the same line. Intermediate
nodes act as relay nodes which receive the incoming packets,
decode them, and retransmit them to the next hop until they reach
the final destination node. The spacing between neighboring
nodes on the same line corresponds to a propagation delay of 1
s and the distance separating every two adjacent lines correspond
to the propagation delay of 2 s (see [14] for details). The ratio of
interference range to the communication range α is set to 2 and
hence a transmission on a link with propagation delay 1 s among
them interferes with the node on the adjacent line to which
the propagation delay is 2 s. For a multihop network, multiple
partially overlapping collision domains exist and the problem
formulation presented in Section III allows us to enumerate the
propagation-delay constraints for such case.

The classical approach for solving MILP with binary vari-
ables used in Algorithm 1 is the tree search by a Branch &
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Fig. 8. Throughput and computation time as a function of the number of nodes in a multihop multiline grid network using MILFP. (a) Scalability with the number
of nodes and links. (b) Computation time with the number of nodes and links.

TABLE IX
OPTIMAL SCHEDULES FOR LINEAR NETWORK GEOMETRY

Λ1
l packets/frame Λ2

l packets/frame

Link Transmission Time (s) Packet Duration (s) Transmission Time (s) Packet Duration (s)

(1, 2) t1
1 2 = 1 τ 1

1 2 = 1 t1
1 2 = 0, t2

1 2 = 6 τ 1
1 2 = 1, τ 2

1 2 = 1
(2, 1) t1

2 1 = 1 τ 1
2 1 = 0 t1

2 1 = 0 τ 1
2 1 = 1

(2, 3) t1
2 3 = 0 τ 1

2 3 = 1 t1
2 3 = 3, t2

2 3 = 6 τ 1
2 3 = 1, τ 2

2 3 = 1
(3, 2) t1

3 2 = 2 τ 1
3 2 = 0 t1

3 2 = 1 τ 1
3 2 = 1

(1, 3) t1
1 3 = 0 τ 1

1 3 = 1 t1
1 3 = 3, t2

1 3 = 4 τ 1
1 3 = 1, τ 2

1 3 = 1
(3, 1) t1

3 1 = 0 τ 1
3 1 = 1 t1

3 1 = 3 τ 1
3 1 = 1

Equivalent Schedule Matrix

W (3 ) =

⎡

⎣
3 2 −3
3 0 −1
1 −2 −1

⎤

⎦

Throughput
⇒ S = 4

3 = 1.33

Equivalent Schedule Matrix

W (8 ) =

⎡

⎣
2 −2 0 3 3 −3 2 0
1 −1 −3 3 0 0 3 −1
0 2 0 1 −2 −1 −1 −2

⎤

⎦

Throughput
⇒ S = 9

8 = 1.12

Bound algorithm with linear programming relaxation, which
generally has an exponential complexity in the worst case. An
indicator that can be quantified for indicating the complexity
of the problem formulated is the number of binary variables b
required. We can compute b in terms of the number of nodes
N , the number of links to be scheduled |L|, and the packet traf-
fic demand Λjk on each link (j, k) ∈ L. The number of binary
variables depends on the number of link pairs (j, k), (l, i) ∈ L
such that the condition Dji ≤ αDjk is satisfied. For a single
collision domain network, any transmission on a particular link
(j, k) causes interference to all other nodes. Therefore, the case
of single collision domain presents the worst case for which the
number of binary variables is computed as follows:

b = (2β + 1)

(
∑

∀(j,k)∈L

(
∑

∀(l,i) 
=(j,k)
∈L

ΛjkΛli

))
(28)

where β takes the maximum value for which the propagation-
delay constraints are enumerated in the MILFP (19). It is worth
noting that a number of binary variables b scale on the order
of the square of the number of links in L. To see this, consider
the case of a single collision domain network with packet traf-
fic demand Λjk = 1 packet/frame ∀(j, k) ∈ L. For this case,

TABLE X
LINK PROPAGATION DELAYS

Link Sea-Trial Network (s) Isosceles Triangle (s)

(1, 2) 0.3890 1
(2, 1) 0.3890 1
(2, 3) 0.6130 2
(3, 2) 0.6130 2
(1, 3) 0.6052 2
(3, 1) 0.6052 2

with β = 1 and using (28), we compute the number of binary
variables to be

b = 3|L|(|L| − 1). (29)

We vary the number of nodes from nine to 42 for the grid net-
works considered with three lines, four lines, and five lines.
Note that for an N node multihop multiline grid network with η
parallel lines, there are N − η links to be scheduled. The MILFP
(19) is solved for a minimum of six links to a maximum of 39
links. The optimal solution computed always corresponds to the
maximum achievable throughput [see Fig. 8(a)] for the network
and can be verified from the results in [14]. For the case with
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Fig. 9. Throughput corresponding to the schedules computed for network geometry considered. Upper bound on throughput is achieved when the lower bound
on packet duration is set to 0 and hence supports the proposition that for an arbitrary network geometry the throughput upper bound is computed by solving (19)
with τlb = 0. (a) Sea-trial network geometry. (b) Isosceles-triangle network geometry.

N = 42 nodes and 39 links, the number of binary variables b
is computed to be 549, the number of constraints listed was
1176, and the total number of variables in the problem was
629. We use MOSEK optimizer with MATLAB on an iMac with
2.5-GHz Intel Core i5 quad-core processor to solve the MILP in
Algorithm 1. The computation time in seconds for each case is
plotted in Fig. 8(b) and can be seen that the optimal schedules
are computed in reasonable time for all these networks. For 42
nodes with 39 links the MILFP converges to the optimal solution
in 167.42 s. Also, note that, in practice, UWA networks are not
as large as considered in this analysis and hence the proposed
centralized algorithm provides a good alternative for providing
better benchmarks in computing throughput-maximizing sched-
ules. The comparison of the proposed MILFP solution for such
large multihop multiline grid networks with the time-slotted
strategy in [12] is presented in [32].

VIII. REGION OF OPERATION: EXPLOITING LARGE

PROPAGATION DELAYS

In the previous sections, we have demonstrated that by al-
lowing variability in the packet duration, significant throughput
gains can be achieved, and presented that the proposed MILFP
outperforms other state-of-the-art centralized algorithms. How-
ever, under what conditions can we exploit large propagation
delays to achieve throughput gains? In this section, we show that
only when the packet duration used for transmissions is compa-
rable to the link propagation delay in the network, achievable
throughput is greater than what can be achieved in the terrestrial
wireless networks with negligible propagation delay. We study
the region in which the network must be operated in, to take
advantage of the large propagation delay.

Proposition: Assuming the frame length of a schedule to
be greater than the girth of a single collision domain network,
i.e., T > G, the upper bound on the throughput of any arbitrary
network geometry is found by solving (19) with the lower bound
τlb on the packet duration set to 0.

Proof: Let the feasible set for problem (19) be denoted by F
when τlb = 0, and denote the feasible set by F′ when τlb > 0.
Since the feasible set F with relaxed lower bound includes the

feasible set F′ with some positive lower bound, i.e.,

F′ ⊆ F (30)

the optimal value of the problem with relaxation on the lower
bound must be always less than or equal to the optimal value of
the problem with some set positive lower bound. In other words,
the throughput computed with τlb > 0 can be no greater than the
throughput computed with τlb = 0. �

Next, we study the region in which the network must be
operated to achieve the throughput gains due to the presence of
large propagation delays. To study this, we consider two network
geometries: a sea-trial network geometry shown in Fig. 2 and an
isosceles-triangle-shaped network geometry. The propagation
delay corresponding to the links is as shown in Table X. We
vary the lower bound (τlb) on packet duration and compute the
schedules and the corresponding throughput for both network
geometries considered. The resulting throughput is plotted and
shown in Fig. 9. We present the following observations and
insights from the simulation results.

1) For both network geometries, the highest throughput is
achieved when τlb = 0 and supports the proposition. The
value of throughput is 1.484 for the sea-trial network ge-
ometry and is 1.5 for the isosceles-triangle-shaped net-
work geometry.

2) Throughput is a nonincreasing function of the lower bound
on the packet duration. For example, it remains at 1.5
until the value of τlb = 1, in the case of isosceles-triangle-
shaped network geometry and then reduces further as the
lower bound is increased.

3) For terrestrial wireless networks using radio-frequency
waves, the highest throughput that can be achieved is
not greater than 1. In Fig. 9(a) and (b), we see that the
shaded region is where the throughput is higher than the
throughput achievable in terrestrial wireless networks.

4) Throughput reduces to 1 for both network geometries
when

τlb > max
∀(j,k)∈L

Djk . (31)
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So, only when the packet durations are less than the max-
imum propagation delay in the network, the throughput
gain is possible. In fact, this is the definition of the large
propagation delay, since large propagation delays are rel-
ative to the transmission duration considered.

IX. CONCLUSION

We formulated an optimization problem with the goal of find-
ing throughput-maximizing schedules. We exploited large prop-
agation delays by minimizing the fractional idle time in a frame,
given the packet traffic demands on the links considered in a
practical UWA network. In contrast to the approach where the
minimum length schedules are computed by minimizing the
frame length, we considered the fractional idle time to allow
variability in the packet transmission duration. We presented
and visualized the time-slotted fixed packet duration solution
and compared it with the proposed MILFP solution resulting
in schedules with no time slots and variable packet duration.
The variability in the packet duration was crucial in achieving
the throughput gain, thereby resulting in throughput closer to
the upper bound N/2. The proposed algorithm outperformed
the existing state-of-the-art methods to find schedules exploit-
ing the large propagation delays. We computed schedules for
some illustrative network geometries with arbitrary packet traf-
fic demands and compared it with the previous work. The cen-
tralized algorithm proposed is used to compute schedules for
multihop multiline grid networks to demonstrate the scalabil-
ity of the algorithm. We studied the operating region for UWA
networks in which throughput gains due to the large propaga-
tion delays can be achieved. We presented throughput behavior,
as the lower bound on packet duration is varied. This study
provided insights and quantified the regions where the propa-
gation delays and transmission duration are comparable. The
results are presented to confirm the benefits of unslotted vari-
able packet duration schedules in maximizing throughput for
arbitrary UWA networks.
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