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Seabed Characterization Using Acoustic
Communication Signals on an Autonomous

Underwater Vehicle With a Thin-Line Towed Array
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Abstract—Sediment classification was demonstrated using the
self-noise of an autonomous underwater vehicle (AUV) received on
a short towed array. The adopted approach was to separate the di-
rect path and the surface- and bottom-reflected signals. Electrical
interference from the source was used to verify source receiver sep-
aration. The amplitude ratio of the bottom reflected to the direct
path signal levels, after compensating for the differences in absorp-
tion, spreading losses, and beam patterns, yields the bottom-re-
flection loss, at the applicable grazing angle. The latter is calcu-
lated from the travel time difference between the direct path and
bottom-reflected signals. The method is self-calibrating, requiring
absolute calibration of neither sound source nor receivers. The de-
finitive isolation of the reflected and direct path signals and the
self-calibrating property make this approach robust. The reflec-
tion loss may be compared to known seabed models to estimate
sediment type.

Index Terms—Marine sediment, reflection loss, towed array, un-
derwater acoustics.

I. INTRODUCTION

T HE inversion of seabed properties from the reflected
acoustic wave, using a known source and a horizontal

line array or streamer, towed by a research or survey ship, is
a standard procedure [1]–[3]. Sound is projected at the seabed
and the reflected signals are received by the line array and
processed to measure the reflected signal, which is then used
to invert for the properties and layering within the seabed.
Recently, the source and receiving array have been minia-
turized and deployed on an autonomous underwater vehicle
(AUV) [4]–[6]. Instead of a dedicated sound source, sources of
opportunity, such as the self-noise of the tow ship, have been
used in conjunction with a matched-field technique to achieve a
model-based inversion of the sediment strata [7]. In this paper,
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a robust measurement of the seabed-reflection loss, using the
self-noise of an AUV, towing a thin-line horizontal array, is
demonstrated.
The approach adopted was to separate the direct path and the

surface- and bottom-reflected signals. The amplitude ratio of
the bottom reflected to the direct path signal levels, after com-
pensating for the differences in absorption, spreading losses,
and beam patterns, yields the bottom-reflection loss, at the ap-
plicable grazing angle. The latter is calculated from the travel
time between the source and the receiver and the height above
bottom. Themethod is self-calibrating and requires absolute cal-
ibration of neither the sound source nor receivers. The definitive
isolation of the reflected and direct path signals, and the self-cal-
ibrating property, make this approach robust.
The concept is illustrated in Fig. 1. The bottom, source, and

receiver depths are represented by , , and , where is the
receiver number with values from 0 to 10. The horizontal dis-
tance from the source to the first receiver is and the horizontal
separation between adjacent receivers is .
Trials were conducted off a pier near the NATO Undersea

Research Centre (NURC) office in La Spezia, Italy. The main
objectives were to evaluate the performance of the digital thin
line array (DTLA) [8], [9] in terms of the signal quality received
and its beamforming capability. Seabed-type characterization
was not part of the initial plan, but was added at the postpro-
cessing stage. The experiments were performed from June 19
to 23, 2009. The tow platform used was the Ocean Explorer
(OEX), an AUV developed at NURC. The DTLA was devel-
oped by the Acoustics Research Laboratory, National Univer-
sity of Singapore, Singapore. It was 10.5 mm in diameter and
about 20 m long with its tow cable included. The data used for
this study were from recordings collected on June 23, 2009. The
AUVwasmaking rectangular loops of 250 50m and the total
data collection was for 40 min over four such loops. The speed
of tow during these experiments varied from 1.4 to 2.8 kn. The
experiment took place in the inner part (within the breakwater)
of the Gulf of La Spezia, near the NATO Undersea Research
Centre. The sea surface was calm.
The initial intention was to use the self-noise generated by

the propulsion system, but it was undetectable above the am-
bient noise at the test site. However, the acoustic communica-
tions (AC) signal was very clearly detected and was put to use.
There were a few complications which made the project chal-
lenging and unique. 1) There were no separate recordings of
the transmitted AC signal. Therefore, the signal was treated as
a random noise and only its statistical properties, particularly
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Fig. 1. (a) Concept of the bottom and surface-reflection simulation model,
showing a source on an AUV and a towed receiving array, and single-bounce
bottom- and surface-reflected rays. (b) Plan view of AUV track loops. The origin
of the coordinate system is approximately 44 5 41 N and 9 51 43 E.

the autocorrelation and cross-correlation functions, could be re-
lied upon. 2) There was a strong electrical feed-over from the
AC acoustic projector into the receiving amplifiers, but instead
of being a hindrance, it was useful for estimating the separa-
tion between the source and the receivers. 3) The autocorrela-
tion function of the AC signal had undesirable time sidelobes.
4) The sediment at the test site was very soft, and, consequently,
the reflected signal was weak, and it was necessary to coherently
stack the correlation functions to find the bottom echo.
The paper is arranged as follows. Section II describes the

noise received at the towed array and the dealiasing of the AC
signal. Section III describes the signal processing associated
with the autocorrelation functions of the signals, including the
electrical feed-over, the undesirable time sidelobes caused by a
spectral ripple, the whitening filter used to mitigate its effects,
and the coherent stacking process to isolate the bottom echo.
Section IV describes the measurement of the reflection loss.
Section V shows the results of the reflection analysis, followed
by the conclusions in Section VI.

II. THE NOISE

The data collected were divided in time into four sections
numbered 1 to 4. Each section corresponded approximately to
one loop around the designated path. Each section was subdi-
vided into two approximately equal parts: 1 and 2. The data in
each part ranged between 200 and 350 s in duration. For autocor-
relation and cross-correlation processing, the data in each part

Fig. 2. An example of the time series signal at a receiver.

Fig. 3. An example of the AC burst, expanded to show the FSK data packets.

were subdivided into 40-s contiguous blocks. Given the signal
bandwidth of approximately 10 kHz, a 40-s block could contain
up to 400 000 independent samples, which should be adequate
for constructing statistically meaningful correlation functions.
An example of a block is shown in Fig. 2. It contains a noise
floor, periodic tone bursts (TB) from an offboard source, and an
AC signal packet, as illustrated in the figure. There was usually
one AC burst in every 40-s block of data, indicating that the rep-
etition period was approximately 40 s.
Since the sound source was essentially incoherent noise, there

were no identifiable signal pulses. The autocorrelation and the
cross correlation of the noise are fundamental. The noise floor
in between the TB and AC bursts was tested for autocorrela-
tion features. No features were found, therefore it must be con-
cluded that the noise floor is not related to any self-noise gener-
ated by the AUV. The TB bursts were not used because they do
not originate from the AUV, but from a distant offboard source.
Therefore, all the processing was done with the AC bursts. The
AC source was located on the underside of the AUV at approxi-
mately amidships, as shown in Fig. 1(a). The AC burst consisted
of a series of tones, characteristic of frequency shift key (FSK)
data transmission, as shown in the sample in Fig. 3.
Examples of the power spectrum at each receiver are shown

in Fig. 4(a). The sampling rate was 20 756 samples/s, there-
fore the unambiguous spectrum extended up to a maximum fre-
quency of 10378 Hz. The levels in receivers 3 and 8 were at
least 10 dB below that of the other receivers. Apart from the
differences in level, all the spectra appeared to be similar. The
first 250 Hz, or so, appears to be contaminated with noise.
The AC signal spectrum, which apparently covers the band from
zero to 4.5 kHz and is modulated at an approximate period of
300 Hz, is most prominent. This was determined to be an alias
of the true AC signal, since it was known to be centered about
18 kHz. The dealiased spectrum was recovered as shown in
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Fig. 4. (a) An examples of signal power spectrum at each receiver, showing a
noise background and the aliased AC spectrum. (b) Dealiased AC signal spec-
trum at each receiver, showing the usable band.

Fig. 4(b). The usable band extends from around 15 to 20.120
kHz. A margin of 250 Hz was left at the upper end to avoid the

noise that would have aliased into this part of the band. All
subsequent processing was performed on the dealiased signal
and within the indicated usable band.

III. AUTOCORRELATION

The AC signal was isolated in each data block and the au-
tocorrelation of the dealiased AC signals at the th re-
ceiver was computed from the power spectrum. The autocor-
relation functions were normalized to unity at . A typical
set of normalized autocorrelation function amplitudes is shown
in Fig. 5(a). This example was taken from one of the blocks of
data after the AUV and towed array had settled into a stable con-
figuration.
The autocorrelation functions of an acoustic signal, projected

from the AUV and received on the towed array, were simu-
lated using the model in Fig. 1(a). In accordance with the de-
scription of the experiment, the source and receiver depths
and were set at 2 m. The nominal bottom depth was 9.5
m. The horizontal distance between the sound source and
the closest receiver was set at 6 m. The receiver separation
was 0.75 m, as shown in Table I. For the sake of argument,
the nominal bottom-reflection coefficient was set at 10.5 dB,
which would correspond to a sandy seabed. A simple ray model,
which accounted for the spherical spreading loss and the reflec-
tion loss at each interface, was used to generate the impulse re-
sponse of the sound path between the source and the receivers,

assuming flat surface and bottom interfaces. The impulse re-
sponses were bandpass filtered to match the band width of the
AC burst, and used to generate the simulated autocorrelation
functions as shown in Fig. 5(b). The simulation shows a ridge
in the autocorrelations (DIR_BOT) due to the cross correlation
between the direct path signal and the bottom reflection, and
a weaker ridge due to the surface-bottom-reflected multipath
(DIR_BOT,SURF). The path abbreviations are defined as they
occur in the text, and, in addition, they are listed in Table II.
The surface-reflection ridge (DIR_SURF) is difficult to iden-

tify in the simulation because the path difference between it
and the direct path signal is too small. In the measured corre-
lation functions, it may be absent because, due to the position
of the source on the underside of the AUV, it is obstructed by
the AUV itself. It is evident that, at this point, the measured
and simulated autocorrelation functions look nothing alike. The
DIR_BOT ridge cannot be identified in the measured autocor-
relations in Fig. 5. The ridges in the measured autocorrelations
are slanted in the opposite direction than those in the simulation.
A number of hypotheses, both acoustical and mechanical,

were considered, including deviations of the array from its nom-
inal horizontal configuration, crosstalk between channels, and
even the possibility that the direct path signal was distorted by
the wake of the AUV. None of them could explain the differ-
ences, therefore we examined possible solutions to this incon-
sistency.

A. Electrical Feed-Over

The most probable cause of the discrepancy was neither
acoustic nor mechanical, but electrical. There was significant
electrical feed-over of the AC signal into the acoustic receivers.
When the raw signals from all the receivers were compared, it
was noticed that they appeared to have a common component.
When they were coherently averaged, the result did not tend to
zero, as shown in Fig. 6(a), and in greater detail in Fig. 6(b).
The average signal, since it is coherent across all the receiver

channels, without any time displacement, must be indicative of
an electrical feed-over. The simulation was modified to include
a component of feed-over and the result, as shown in Fig. 7, con-
tains a ridge due to the cross correlation between the feed-over
and the direct path (FO_DIR) that looks similar to the strongest
ridge in the measured data in Fig. 5(a). The position of this ridge
on the time axis is equal to the travel time from the source to the
receivers.
From the measured data in Fig. 5(a), it was confirmed that

the distance from the closest receiver to the sound source
was approximately 6 m, and the slope of the ridge confirms that
the receiver separation was 0.75 m, given a sound speed of
1530 m/s, which is typical for the summer months at this site.
A ridge due to the cross correlation between feed-over and the
bottom-reflected signal (FO_BOT) is also expected, as shown
in Fig. 7. Although the electrical feed-over was unexpected and
unwanted, its presence is fortuitous because it provided a means
of checking the distance between the source and the receivers.

B. Spectral Ripple

Another characteristic of the measured autocorrelation func-
tions in Fig. 5(a) is the periodicity of the ridges, which was



CHOTIROS AND PALLAYIL: SEABED CHARACTERIZATION USING ACOUSTIC COMMUNICATION SIGNALS ON AN AUV 413

Fig. 5. (a) An example of measured autocorrelation functions of the dealiased AC signals at each receiver. (b) An example of simulated autocorrelation functions
of the signals at each receiver, showing a ridge due to the direct path and bottom-reflection signals (DIR_BOT) and another ridge due to the surface-bottom-reflected
multipath (DIR_BOT,SURF).

TABLE I
NOMINAL DISTANCES

TABLE II
ABBREVIATIONS

traced to the ripples in the signal spectrum, an example of which
is shown in Fig. 8(a). These ripples exist because the AC signal
is an FSK communication signal with discrete frequency chan-
nels. Fourier’s theorem tells us that periodic structures in the

frequency domain produce peaks in the time domain and vice
versa.
This feature was added to the simulation by modulating

the simulated signal spectrum with the square of a raised
sine wave ripple of the same period, as shown in Fig. 8(b).
The resulting simulated autocorrelation functions are shown
in Fig. 9(b). There are now periodic vertical ridges due to
repetitions, or ghosts, of the feed-over (FO_REP), and repeti-
tions of the slanted ridges due to the feed-over and direct path
ridges (FO_DIR+nREP). The simulation now has all of the
main features of the measured autocorrelation functions. The
periodically repeating features are clearly undesirable because
they have a tendency to contaminate the correlation ridges that
are sought, particularly the bottom-reflection-related features
DIR_BOT and FO_BOT. It can be seen that DIR_BOT would
be very difficult to detect, but FO_BOT may still be detectable.

C. Spectral Whitening

To reduce the periodic repetitions in the measured autocor-
relation functions, the spectrum of each channel was whitened
by dividing by the measured root mean square (RMS) average
spectrum from all the channels, and thenwindowedwith a raised
cosine taper to reduce the time sidelobes of the autocorrelation
ridges. An example of the filter is shown in Fig. 8(c). This pro-
duced an improvement in the measured autocorrelation func-
tions, as shown in Fig. 9(a).
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Fig. 6. (a) An example of the AC signal from channels 0 to 7, and their average. (b) A magnified section of the AC signal from channels 0 to 7, and their average,
showing the coherence between each channel and the average.

The dominant correlation ridges, computed from the eigen-
rays and clearly seen in the simulation of Fig. 9(b), are super-
imposed on the measured autocorrelation functions in Fig. 9(a).
These include the cross correlations of the direct path and sur-
face-reflected signals (DIR_SURF), the feed-over and direct
path signals and its aliases (FO_DIR+nREP), and the feed-over
and bottom-reflected signal (FO_BOT), in addition to the ones
mentioned above. The cross correlation between the electrical
feed-over and the direct path arrival (FO_DIR)was the strongest
feature, and it provided some additional information about the
array configuration as stated previously.
Before going on, it should be noted that the signal at channel

8 appears irregular. It was later found to have functional prob-
lems. Its FO-DIR peak is out of sequence compared to the other
channels. The peaks in channel 10, the last element at the end
of the array, appear significantly weaker than those of the other
channels, which suggests a degree of incoherence, possibly due
to randommotion relative to the other elements. Since there was
no array stabilization device (such as a drogue) at the end of the
array, it is possible that the last two elements had some undesir-
able motion. For these reasons, channels 8, 9, and 10 will not be
used in the estimation of bottom reflection.

D. Stacking

Coherent stacking was used to pull the bottom-reflected
correlation peak out from the interference. The complex auto-
correlation functions from contiguous blocks were coherently
stacked. An example is shown in Fig. 10. Typically, there were
between four and six contiguous blocks in each section of data.
The autocorrelations from all the receivers were coherently
stacked according to the estimated arrival times for a range of
water depths (9–12 m). It was necessary to limit the search to
9 m or greater, to avoid interference by the aliased FO_DIR

ridges. The final coherent stack shows a peak at a position
close to the nominal 9.5-m water depth of the experimental site,
indicative of the presence of the FO_BOT ridge, even though
the ridge itself is difficult to see.

IV. ESTIMATION OF BOTTOM-REFLECTION LOSS

The reflection loss is a calibrated quantity. In the absence
of calibration, the reflection coefficient magnitude , as
a function of grazing angle , may be defined in terms of the
ratio between the direct path signal and the bottom-re-
flected signal amplitudes, at array element number , after
compensating for differences in spreading loss, absorption, and
directivity functions

(1)

where and are the path lengths, and and are di-
rectivity functions, from the source to the receiver along the di-
rect and reflected paths, respectively, and is the absorption co-
efficient. It is assumed that the sound speed in the water may be
approximated by a constant. This is a valid assumption, because
the path lengths are very short, and because the sound-speed
profile at the site was known to be benign. The absorption may
be ignored because it is estimated to be less than 0.004 dB/m,
and the path lengths are less than 20 m, giving absorption losses
of less than 0.1 dB. The AC source directivity may be consid-
ered approximately uniform in the horizontal and downward di-
rections. The directivity in the upward directions is likely ob-
structed by the AUV itself. The beam pattern of the source trans-
ducer is independent of the azimuth angle, and shows a smooth
variation as a function of depression/elevation angle that de-
creases with decreasing frequency [10]. At 20 kHz, the varia-
tion was down to less than a 2-dB difference between the direct
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Fig. 7. Simulated autocorrelation functions with feed-over. The ridges due to the correlation between feed-over and direct path (FO_DIR) and the bottom reflection
(FO_BOT) are shown along with the ridge DIR_BOT from Fig. 5(b).

Fig. 8. (a) An example of the measured signal power spectrum showing strong
ripples at a period of approximately 305 Hz in the frequency domain. (b) Spec-
tral ripples modulated onto the simulated signals. (c) Awhitening bandpass filter
obtained by averaging the power spectra of all channels, combined with a raised
cosine taper to reduce time sidelobes.

path direction (horizontal) and the bottom-reflected path direc-
tion (62 down from the horizontal). However, the directivity
function of the array elements, in the applicable frequency band,
is far from uniform. Each array element consists of a small hori-
zontal array of six serially connected sensors, with their centers
spaced at 10.5mm apart. The directivity function of the element,
for the frequency band shown in Fig. 8(c), was computed, and
it is shown in Fig. 11. This figure shows the effective directivity
function for acoustic signals with the average spectral density
shown in Fig. 8(c). A reduction of 10 dB in the horizontal (di-
rect path) direction is predicted.

The ratio of the reflected to the direct path signal amplitudes
may be obtained from the ratio of the autocorrelation ampli-
tude at FO_BOT to that at the FO_DIR positions. The former is
the cross correlation between the feed-over and the bottom-re-
flected signal, and the latter is the cross correlation between the
feed-over and the direct path signal. One contains a product
of the feed-over and bottom-reflected signal amplitudes, and
the other contains the product of the feed-over and the direct
path signal amplitudes. Dividing one by the other eliminates the
feed-over amplitude, leaving the ratio of the reflected and direct
path signal amplitudes

(2)

where and are the delay times of the re-
spective correlation peaks, and is the amplitude of the
autocorrelation function of the th array element at time , as
illustrated in the example in Fig. 9(a). Thus, the method does
not require any source or receiver calibration. An example of
a similar self-calibrating method is given in [11]. The peak at

is very prominent and easily detected. The simulation
in Fig. 9(b) suggests that the peak at should also be
clearly detectable, but that was because a reflection amplitude
of 10.5 dBwas assumed in the simulation, which would be ap-
propriate for a hard bottom such as sand. The peak at
in the measured correlation function, as shown in Fig. 9(a),
is very weak and difficult to detect, suggesting a much softer
bottom.
The coherent stack, as shown in Fig. 10, was used to es-

timate the position of the bottom-reflection peak FO_BOT.
However, the level of the stacked peak is not expected to be
a good measure of the individual correlation peaks, because
it is known from experience that bottom reflections contain a
significant component of random spatial variability. At lower
frequencies below approximately 10 kHz, mesoscale spatial
variations O(1 to 10 ) m as mentioned in [6] will have a sig-
nificant effect. At higher frequencies, the causes of variability
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Fig. 9. (a) An example of the measured autocorrelation functions, and the expected ridges. (b) An example of simulated autocorrelation functions with feed-over
and spectral ripples, showing periodically repeating ridges FO_REP, FO_DIR_-REP, and FO_DIR+REP.

Fig. 10. An example of the normalized squared magnitudes of coherently
stacked complex autocorrelation functions from five contiguous blocks, and
the normalized result of coherently stacking all receivers to find the bottom-re-
flection peak.

include smaller scale variations O(10 to 1) m, such as in-
terface roughness and volume inhomogeneities [12], variations
in the bulk sediment properties, and bottom dwelling biolog-
ical organisms [13]. The result is a random component in the
bottom-reflection coefficient that changes as a function of po-
sition over a range of scales. Since the signal at each receiver
is reflected from a different patch of the bottom, they also
contain a random component that differs from one receiver
to another. The random component would have been greatly
reduced by the coherent stacking process. Therefore, the loca-

Fig. 11. Directivity function of the receiver elements.

tion of the peak from the coherent stack was used to construct
a window within which to look for the peak in each individual
autocorrelation function. If a peak was detected within or
0.25 ms of the estimated location, then its value was ac-

cepted. Otherwise, it was rejected.
With reference to the ray diagram in Fig. 1(a), the grazing

angle , i.e., the angle between the incident ray and the hor-
izontal seabed, may be related to the travel time difference
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Fig. 12. (a) Measured trail-back distance, from the source to the nearest re-
ceiver, as a function of time in each data block. (b) Water depth estimates from
the detected FO_BOT peaks. (c) Measured bottom-reflection loss; the average
grazing angle was 62 . The dotted lines mark the boundaries between data sec-
tions.

, the speed of sound, , and the height
above the seabed by

(3)

V. RESULTS

The FO_DIR ridge was used to estimate the distance from the
source to the nearest receiver. The position of the FO_DIR peak
is the travel time from the source to each receiver. Multiplying
the travel time by the speed of sound gives the distance. This dis-
tance is called the trail back. The results are shown in Fig. 12(a).
The autocorrelation functions in the first section of data did
not show an identifiable FO-DIR ridge, most likely because the
towed array was not yet in a stable configuration. The results
in the second section show some variation in the trail back, in-
dicating that the array was settling down. Subsequent sections
show a stable trail back, indicating that the array had reached a
stable configuration. From the detected FO_BOT peaks, water
depth estimates were made as shown in Fig. 12(b). These were
obtained from the detected peaks of the individual autocorrela-
tion functions, within the window computed from the coherently
stacked peak. They show variations about the nominal 9.5-m
depth for the test site.
Using the measured auto-correlation peaks at FO_DIR and

FO_BOT, the seabed-reflection loss and grazing angle were es-
timated using (1) and (2). There were a total of 170 detected
FO_BOT peaks from which reflection loss calculations were
made. The reflection loss values are shown in Fig. 12(c). It
shows variations about a mean value of 21 dB, and a stan-
dard deviation of 4.9 dB. The latter is consistent with standard
deviations observed at similar frequencies and ranges in a pre-
vious experiment [12]. The grazing angle was estimated using

Fig. 13. Reflection loss as a function of grazing angle compared to the HFEVA
model curves.

(3) and its average value was 62 , with a standard deviation of
5 .
A sediment classification may be obtained by comparing the

measured reflection losses and grazing angles with the high-fre-
quency environmental acoustic (HFEVA) seabed model [14],
which is claimed to be valid between 10 and 100 kHz. A scatter
plot of the measured reflection loss values, as a function of
grazing angle, is shown in Fig. 13. Due to the geometry of
the towed array system and the distances to the boundaries,
only angles between 50 and 70 were realized. Comparing the
measured values with the model curves, it would appear that
the measured reflection values fall between “muddy sand” and
“clay, all grades.” The average reflection loss was 21 dB, which
is closest to the “sandy silt, gravelly mud” curve. This is quali-
tatively consistent with what is known about the test site. A de-
tailed survey of the Gulf of La Spezia states that “the sea floor
of the inner gulf consists entirely of grey clay with virtually no
bottom relief” [15].

VI. CONCLUSION

It was demonstrated that the self-noise of an AUV, in conjunc-
tion with a towed line array, may be used to measure the bottom-
reflection loss and obtain an estimate of the seabed type. In this
case, the self-noise was the AC signal. There were a few com-
plications, which made the project challenging and unique. 1)
There were no recordings of the transmitted AC signal. There-
fore, it had to be treated as a random noise and only its statistical
properties, particularly the autocorrelation and cross-correlation
functions, could be relied upon. 2) There was a strong electrical
feed-over from the AC projector into the receiving amplifiers,
but instead of being a hindrance, it was useful for estimating the
separation between the source and the receivers. 3) The auto-
correlation function of the AC signal had undesirable time side-
lobes, which limited the sample space of the seabed-reflection
signal. 4) The sediment at the test site was very soft, and, con-
sequently, the reflected signal was weak, and it was necessary
to coherently stack the correlation functions to find the seabed
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echo. The approach adopted was to separate the direct path and
the bottom-reflected signals. The amplitude ratio of the bottom
reflected to the direct path signal levels, after compensating for
the differences in absorption, spreading losses, and beam pat-
terns, yields the seabed-reflection loss, at the applicable grazing
angle. The latter is calculated from the travel time difference
between the direct and bottom-reflected signals and the known
source–receiver separation. The method is self-calibrating and
requires absolute calibration of neither the sound source nor re-
ceivers. The definitive isolation of the reflected and direct path
signals and the self-calibrating property make this approach ro-
bust. The measured reflection loss at the experimental site had
an average of 21 dB with a standard deviation of 4.9 dB, at
a mean grazing angle of 62 . Comparing the measurements
with the HFEVA model, the sediment type was estimated to be
closest to “sandy silt, gravelly mud.”
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