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Abstract—The dynamic characteristic of an autonomous under-
water vehicle (AUV) is affected when it is reconfigured with dif-
ferent payloads. It is desirable to have an updated model, such that
the control and guidance law can be redesigned to obtain better
performance. Hence, we develop amethod to enable online identifi-
cation of AUV dynamics via in-field experiments, where the AUV is
commanded to execute a compact set of maneuvers under doublet
excitation. The identification process has two stages. In the training
stage, state variable filter and recursive least square (SVF-RLS) es-
timator is used to estimate the unknown parameters. In the valida-
tion stage, the prediction capability of the model is checked using
a fresh data set. The parameters converged within 12 s in the ex-
periments using five different thrusts. Validation results show that
the identified models are able to explain 78% to 92% of the output
variation. Next, we compare the SVF-RLS estimator with the con-
ventional offline identificationmethod. The comparison shows that
the SVF-RLS estimator is better in terms of prediction accuracy,
computational cost and training time. The usefulness of the identi-
fied models is highlighted in two applications. We use it to estimate
the turning radius of the AUV at different speeds, and to design a
gain-scheduled controller.

Index Terms—Autonomous underwater vehicles (AUV), system
identification.

I. INTRODUCTION

I N the last decade, we have seen autonomous underwater
vehicles (AUVs) leaving the research laboratory for com-

mercial real world applications [1]. Some commercially avail-
able AUVs in the marketplace are Remus [2], Gavia [3] and
Iver2 [4]. To meet the diverse requirements of the end users,
they are modular in design and support reconfiguration with dif-
ferent payloads. Such reconfiguration, however, often affect the
dynamic characteristic of the AUV. As the dynamic model un-
derlies the design of its navigation, guidance and control sys-
tems, any deviation from its nominal model would potentially
degrade its performance [5] or in the worst case, cause critical
safety issues.
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For a modular AUV, one would like to have an updated
dynamic model after each change in payload configuration
or vehicle geometry. One effective method to obtain the
dynamic model is via field experiments of the actual AUV.
Before running an actual mission, the AUV is programmed
to perform a compact set of maneuvers. Vehicle response is
then measured using on-board sensors. Based on the vehicle
response under known excitation, the unknown parameters of
the dynamic model are determined. Such an approach, which
allows AUV dynamics to be identified more rapidly, is called
on-board system identification by Caccia et al. [6], or in-field
identification by Mišković et al. [7].
Most of the on-board system identification methods reported

for unmanned underwater vehicles (UUVs) are offline operated
and mostly applied to open-frame vehicles. Caccia et al. [6]
identified a lump parameter model of ROMEO, an open-frame
UUV, using least square method and took into consideration the
propeller-hull and propeller-propeller interaction effect. Ridao
et al. [8] compared two identification methods using URIS
UUV: one is based on the minimization of the acceleration pre-
diction error, and the other, on the minimization of the velocity
one-step prediction error. An online adaptive identification
technique had been proposed by Smallwood and Whitcomb [9]
for application in their JHUROV remotely operated underwater
vehicle (ROV). For applications on streamlined AUVs, work
had been done by Rentschler et al. [10] where parameter esti-
mation was performed offline using an optimization technique.
Tiano et al. [11] proposed to use an observer Kalman filter
identification method to identify yaw dynamics of the Ham-
merhead AUV. Both simulation and experimental results were
presented, but the online implementation of their algorithm was
not discussed in detail.
The principal aim of this paper is to propose an economical

and feasible method to obtain a reasonably accurate dynamic
model of the AUV via in-field experiments. Compared with pre-
vious works, the proposed method allows identification to be
done more rapidly. The identification results are available im-
mediately after each experimental run, and hence can be utilized
in the design of the controller and guidance law without human
intervention. This could result in considerable improvements in
system performances and substantial savings in ship-time. The
identified parameters could also be used to monitor the health
status of the AUV, allowing early fault detection before running
an actual mission [12].
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The key features of our method are described as follows:
• We circumvent the nonlinearity of the AUV dynamics by
approximating the nonlinear model via parameter sched-
uling technique. The AUV speed is used to characterize the
scheduling, where a local linear time-invariant (LTI) model
is identified at each speed. Then, several LTI models are
identified at speeds spanning the whole operating range,
resulting in a linear-parameter-varying (LPV) model [13],
which is valid within the identified range.

• We construct the LTImodel in continuous-time domain, in-
stead of a discrete-time domain, as used in [11]. This pre-
serves the physical meaning of the identified parameters,
which turns out to be extremely useful in analysis and ap-
plication. From the analysis perspective, it allows easy ver-
ification of the result by comparing it against our physical
understanding of the AUV. From the application point of
view, we could identify the model for two extreme speeds
and obtain models for intermediate speeds via interpola-
tion. The dynamic behavior of the AUV can be approxi-
mated beyond the identified range, assuming that themodel
can be extrapolated.

• While the state variable filter (SVF) and recursive
least-square (RLS) estimator (SVF-RLS) approach to
continuous-time model identification is well known [14],
the application to AUVs and the experimental evaluation
reported here are new. The proposed method is simpler
to implement and requires fewer design parameters to be
selected when compare with the existing methods using
adaptive identifier [9] and nonlinear observer [15].

• We validate the method through extensive field experi-
ments on our in-house built STARFISH AUV [16]. Sim-
ilar to many other available AUVs, the STARFISHAUV is
torpedo in shape, has a single thruster and four control fins
at the rear. The identification method requires limited in-
strumentation; in fact, it only requires a compass module,
which is a standard equipment among AUVs. Hence, we
believe the proposed method is widely applicable.

• While only yaw dynamics is discussed here, the proposed
method could be extended to pitch dynamics as well, as
reported in [17]. Discussion of pitch dynamics is omitted
here for simplicity and clarity.

• The proposed identification process has two main stages.
Unknown model parameters are estimated in the training
stage, and then validated in the validation stage. Predic-
tion capability of the identified model is checked using a
fresh validation data set instead of the old training data set.
Such procedures, known as cross-validation, make sense
without any probabilistic arguments and without any as-
sumptions about the true system [18].

The paper is organized as follows. In Section II, we intro-
duce the simplified model that describes the yaw dynamics of
the AUV. The identification method is discussed in Section III.
The details of experimental procedures and results are discussed
in Section IV. In Section V, we compare the SVF-RLS estimator
against conventional offline identification method. Two applica-
tions of the identification models are shown in Section VI: pre-
diction of the AUV's turning radius at different speeds and de-
sign of a gain-scheduled controller for heading control. Lastly,
some concluding remarks are presented in Section VII.

Fig. 1. Reference frame of STARFISH AUV.

II. MODELING OF YAW DYNAMICS

Generally, the motion of an AUV can be described using six
degrees of freedom differential equations of motion [19]. These
equations are developed using two coordinate frames shown in
Fig. 1. Six positions and attitudes components
(surge, sway, heave, roll, pitch, yaw) are defined in the earth-
fixed frame, while the corresponding velocity and angular rate
components are defined in the body-fixed frame.
When designing a controller for the AUV, we follow the con-

ventional control philosophy that divides the AUV into three
subsystems [20]. They are the:
1) steering subsystem, which controls the heading by using

the rudder;
2) diving subsystem, which controls the depth and pitch by

using the elevator;
3) speed subsystem, which controls the vehicle speed by

varying the propeller speed.
The divide-and-conquer methodology works well in practice for
streamlined AUVs when the coupling between subsystems is
weak.
From [20], the yaw dynamics has the following state-space

representation using state variables :

(1)

where and are hydrodynamic coefficients, and is rudder
deflection.
Specifically, yaw dynamics is described by the following

equation:

(2)

From experimental results, the sway velocity is small during
operation. In addition, the coefficient is also small for tor-
pedo-shaped AUV since it is almost symmetrical in the -
plane (bow and stern). Thus, the yaw dynamics can be further
simplified to

(3)
(4)
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Fig. 2. Dataflow in SVF-RLS estimator.

We extend the model by adding an extra term, called steady state
rudder deflection as shown below

(5)
(6)

In particular, is the rudder deflection when yaw angle is con-
stant. Under normal condition, should be equal to zero. How-
ever, it can be nonzero under the following circumstances:
1) When there is misalignment between the rudder zero posi-

tion and vehicle vertical plane. This misalignment can be
due to calibration error or accidental impact on the rudder.

2) When there is strong cross-current. In this case, sway ve-
locity is not small, such that will capture the ignored
term in (1).

3) When there is asymmetry in - plane (port and starboard)
of the AUV. The asymmetry causes higher drag on one
side of the AUV, resulting in a yaw moment that needs to
be compensated by rudder deflection.

Rewriting (6), we have linear-in-parameters model with three
unknowns

(7)

where .
The three unknown parameters are: rotational drag coefficient
, rudder control authority , and steady state rudder deflec-

tion . For easy reference, hereafter, we denote the unknown
parameters as the following parameter vector:

(8)

Applying a Laplace Transform and a change of variable to
(6), we have

(9)

We circumvent the nonlinearity of the AUV dynamics by ap-
proximating the nonlinear model via parameter scheduling tech-
nique. The AUV speed is used to characterize the scheduling:
a local linear time-invariant (LTI) model (7) is identified at a
particular speed, then several LTI models are identified across
speeds of interest, resulting in a LPV model. In other words, for
each particular speed , we have a set of three parameters

(10)

III. IDENTIFICATION METHOD

Fig. 2 gives an overview on how is generated at every
sampling instant, by feeding rudder deflection and yaw
measurement into the SVF-RLS estimator. State variable
filter (SVF) is used to produce filtered signals,
and . The filtered signals are later used in recursive least
square (RLS) to produce .

A. Problem Formulation
Equation (7) can be written in the following form:

(11)

The equation describes a single-input, single-output, linear,
time-invariant, continuous-time system having noise-free input

and output . The system is proper. It is assumed
that the input and output signals are sampled at time instants

. The sampled input and output signals at instant are
denoted by and respectively.
The identification problem consists of using input/output dis-

crete data , to determine the values
of parameters , and while satisfying certain good-
ness-of-fit constraints between predicted data andmeasurement.

is the total number of samples available. Then could be
solved as

(12)

where

(13)

For the cost function defined in (12), we have two time
derivatives: and , which are not available from any
instrument. We employ state variable filter to reconstruct the
two time derivatives from . So, could be solved as

(14)

where

(15)

B. State Variable Filter
Reconstructing the time derivative from sampled data is an

important step in direct continuous-time model identification.
It is well known that numerical computation of the derivative
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via finite difference method is very sensitive to measurement
noise. The problem is overcome by traditional SVF approach
by passing both input/output signals through an all-pole filter

of minimum order . It is preferable to choose such
that it has similar poles [21]

(16)

The numerator is chosen to be instead of 1 such that the filter
has a unity dc gain. has to be chosen to match the bandwidth
of the system dynamics. In particular, has to be chosen large
enough, such that the filtered signal contains useful information
of the dynamics, and small enough to filter out the measurement
noise. According to [22], state variable filter serves as a prefilter,
and selection of allows one to emphasize certain frequency
regions where model mismatch should be small.
Let

(17)
(18)

Denote the Laplace transforms of and as

(19)
(20)

Then

(21)

(22)

Note that the above filters are causally implementable. Here,
we give a specific example on numerical implementation of the
filter. The implementation is adopted from [21]. To obtain the
time-derivative of order two, we need the following filter:

(23)

Let us denote the input signal to the filter as . The following
state-space equations written in controllable canonical form can
be used to obtain the filter output:

(24)

(25)

and are the second, first, and zeroth derivative
of the filter input respectively

(26)
(27)

Fig. 3. Input and Output of the SVF filter for .

with

(28)

Under zero order hold (ZOH) assumption and with sampling in-
terval, , the above state-space can be discretized
into

(29)
(30)

with

(31)

Fig. 3 illustrates the experimentally measured yaw and its
corresponding filtered output for .

C. Recursive Least Square (RLS)
Parameters in optimization problem (14) can be identified ex-

perimentally using standard least square method. Let denote
the total number of measurements available, and we define

(32)
and

...
...

...
(33)

Thus if is full rank, then the least square solution is given
by the standard Moore–Penrose pseudoinverse

(34)

The idea behind RLS is to compute the parameters update
at each time instant when measurements become avail-

able, by adding a correction term to the previous estimate
. This saves a lot of computational effort as compare with the

use of (34) with the entire measurement. It reduces the compu-
tational complexity from to . For time-invariant
system, the system parameters are constant.
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Fig. 4. STARFISH AUV equipped with DVL and LEDIF payload at the
Pandan Reservoir, Singapore.

A typical RLS algorithm consists of the following recursive
equations [23]:

The algorithm requires an initial guess of and the error
covariance matrix . The initial guess of is the zero vector
and is , where is the identity matrix of dimension 3.

D. Validation Method

Model validation is one of the important steps in any iden-
tification process. One needs to be assured that the identi-
fied model is an accurate representation of the system. One
commonly seen method is to perform identification (training)
on all the repeated experiments and then compare the identi-
fied parameters for consistency. In our opinion, this is not a
test on the validity of the model, but rather a test on the re-
peatability of the experiment. To test the predictability of the
model, one needs to test the model on fresh or untrained data
set. As pointed out by ([18], pg. 500),

It is not so surprising that a model will be able to repro-
duce the training data. The real test is whether it will be
capable of also describing fresh data sets from the process.

The experiments are designed to collect two different data
sets: training data are the data that would be used to estimate un-
known parameters; validation data are fresh data that have not
been used for parameter estimation. Using the validation data,
simulated yaw responses, are generated by feeding the real
rudder inputs into the identified model. Then it is possible to
know how well the identified model can predict the measured

TABLE I
SENSORS

yaw responses by comparing to . The good-
ness-of-fit between the two is measured using the coefficient of
determination, , defined as

(35)

where

(36)

and

(37)

is the mean value of . Basically, indicates what
fraction of the variance of the experiment data is explained by
the simulated response. An value of 1 means a perfect fit and
the model has captured 100% of the output variation.

IV. FIELD EXPERIMENTS

A. Research Platform
The STARFISH, an AUV built in-house, serves as an ideal

platform to test the proposed method. The STARFISH AUV
is highly modular in design, which allows easy reconfiguration
of the vehicle's payloads according to mission requirement. In
Fig. 4, the STARFISH AUV is equipped with LED induced flu-
orescence (LEDIF) payload for in-situ real-time optical sensing
of the water chemistry, and Doppler Velocity Log (DVL) pay-
load for enhanced navigation capability. The mass of the vehicle
is 65 kg and it is 2.3 m long with a diameter of 0.2 m. Cur-
rently, there are also the sidescan payload and thin-line array
(TLA) payload in our lineup. Depending on the payload config-
uration, changes in vehicle geometry and its dynamics would be
expected. So, the proposed method serves to fulfill the needs of
identification of vehicle dynamics after each change in payload
configuration.
The base STARFISH is equipped with a number of sensors.

As far as this work is concerned, a compass module for atti-
tude measurement, a pressure sensor for depth measurement,
and a doppler velocity log (DVL) for speed measurement are
used. Their details are tabulated in Table I. DVL is an expensive
sensor and may not be available for certain low-cost AUVs. It
is to be emphasized that speed measurement is not necessary in
our proposed method. The AUV speed and thrust have a
static relationship at steady state and it is known that .
So, the dynamic model can be scheduled by thrust instead of
speed. On the other hand, the angular position of the rudder is
not measured. It is assumed that the angular position is the same
as the commanded angle sent to the servomotor. This assump-
tion holds as the response time of the servomotor is many times
faster than the yaw dynamics.
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Fig. 5. Experimental run for identification of yaw dynamics at 100% thrust.
Plot of roll, pitch, yaw and rudder.

B. Experimental Setup & Procedure
After changing the payload, the newly configured AUV needs

to be trimmed for buoyancy, static pitch and roll angle. This is
normally done by resting the AUV in a water tank. Then, the
AUV is trimmed to have 7 N positive buoyancy1 and static pitch
and roll angle around zero by adding or changing the weight dis-
tribution of the vehicle. The purpose is to configure the AUV to a
default state, so that an initial conservative controller is capable
of controlling it to the operating condition where identification
could be carried out. Such an initial controller is not difficult to
be found heuristically, as pointed out by Rentschler et al. [10].
In the following, we will discuss different stages executed

by the AUV during a typical identification run. In stage 1, the
AUV is commanded to perform a straight run at a depth of
2 m with a constant thrust. It is allowed to settle down into
the steady state (maintaining a constant heading, velocity and
depth) within 40 s.
In stage 2 (training stage), the SVF-RLS estimator is turned

on to start the estimation of the parameters. After 2 s, an exci-
tation signal (doublet) of amplitude 0.26 rad for a period of 4
s is injected into the rudder deflection [see Fig. 5(d)]. The de-
flection generates a moment around the yaw axis and excites
the yaw dynamics dramatically [see Fig. 5(c)]. After the excita-
tion, the yaw controller is reengaged to return the AUV to the
desired heading. The SVF-RLS estimator is stopped after 10.5
s from the end of excitation. Stage 2 takes 16.5 s in total, with
330 data points processed at the rate of 20 Hz. The identifica-
tion is only enabled during the resultant zig-zag maneuvering
to fulfill the persistent excitation condition and to have a better
signal-to-noise ratio (SNR). The unknown parameters, namely

are estimated on-the-fly at every sampling instant
(see Fig. 6). The unknown parameters would converge and the
last values are taken to be the final results. The results are then
stored in the database for that particular thrust, and and

in RLS are reinitialized.
In stage 3 (validation stage), the second excitation signal

(doublet) of amplitude2 0.15 rad for a period of 4 s is injected

1It is the buoyancy required to keep the AUV communication tower above
water surface.

2Different amplitudes are used to excite the dynamics. We would like to test
whether the dynamics remain the same under different excitation.

Fig. 6. Online parameter estimation of yaw dynamics at 100% thrust. Unknown
parameters , and have initial values of zero.

Fig. 7. Experimental run for identification of yaw dynamics at 100% thrust.
Plot of depth, x-y position, velocity, and thrust settings.

into the rudder deflection [see Fig. 5(d)]. It is important to
point out that there is no parameter estimation in this stage. The
whole purpose is to collect a fresh data set for cross-validation.
We generate the simulated yaw response, by feeding the
real rudder inputs into the model defined by the parameters
estimated in stage 2. Stage 3 takes 16.5 s in total, with 330 data
points recorded. Measured yaw responses, , are recorded
to calculate the coefficient of determination, , at the end of
stage 3.
During the identification process, the depth [see Fig. 7(a)]

and pitch [see Fig. 5(b)] are kept approximately constant, and
the roll is small [see Fig. 5(a)] to minimize the coupling effect.
The AUV is moving in a straight path as shown in Fig. 7(b) ex-
cept when the excitation signal is injected. The identification
procedures are repeated for five different thrust values: 60%,
70%, 80%, 90%, and 100% before the AUV is commanded to
the preset home location.

C. Experimental Results
The results presented in this section were collected at Pandan

Reservoir3, Singapore. The base STARFISH AUV is equipped
with a DVL payload and a sidescan payload. Identification was
done under five different thrust settings: ranging from 60% to
100%.

3Pandan Reservoir located in the western region of Singapore.
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Fig. 8. Online parameter estimation of yaw dynamics for different thrusts.

TABLE II
PARAMETERS IDENTIFIED THROUGH THE SVF-RLS ESTIMATOR AT FIVE

DIFFERENT THRUST SETTINGS WITH AUV CONFIGURATION: (BASE DVL
SIDESCAN)

Fig. 8 shows online parameter estimation of the three un-
known parameters for five different thrust settings. For every
thrust setting, all three parameters converged after about 12 s.
The results are summarized in Table II. The negative value of
rotational drag coefficient indicates that the yaw dynamics
is inherently stable (poles are in the left-half plane). The
values have small variation around its mean value of 1.1 when
thrust setting is varied.
The rudder control authority increases with speed due to

higher dynamic pressure at the control surfaces. Theoretically,
the gain should vary linearly with the square of speed, .
This is verified in Fig. 9 which plots against . The posi-
tive value of indicates that a positive rudder input creates a
positive moment in yaw and vice versa. The steady state rudder
deflection reduces with increase in speed. This is due to the
increase of control authority which requires smaller fin deflec-
tion to overcome the same yaw disturbance. The value of is
almost zero. This indicates that there was no significant mis-
alignment of fins. This corresponds with the fact that the rudder
position was calibrated before the trial. In addition, there was no
significant cross-current at the reservoir and the AUV is sym-
metrical in port and starboard.
From the last column of Table II, it is observed that ranges

from 0.780 to 0.916, which indicates that the models are able
to explain 78% to 92% of the yaw output variation. The vari-
ation of values is expected as the experiments were con-
ducted in unstructured real world environment, subjected to un-
known disturbance and measurement noise. Nevertheless, the
overall prediction capabilities are satisfactory as one could see

Fig. 9. Rudder control authority as a function of square of speed.

Fig. 10. Validation plots for experiments on five different thrust settings. Iden-
tified models are able to explain 78% to 92% of the yaw output variation.

in Fig. 10, which overlays both and for thrust 60%
to 100% and their corresponding values. The simulated re-
sponse is able to describe the measured response very well
for all thrust settings. From the results, we are convinced that the
identified models have captured the dominant dynamic charac-
teristic of the process. Based on all the conducted experiments,
the smallest obtained so far is 0.61, in which the corre-
sponding identified parameters are still reasonably accurate. So,
as a rule of thumb, one could repeat the identification for that
particular speed when the obtained from validation step is
less than 0.60.

V. COMPARISON WITH CONVENTIONAL OFFLINE METHOD

From Section IV-C, we have validated the accuracy of
the model identified by the SVF-RLS estimator based on
values. However, it is interesting to study how the SVF-RLS
estimator performs when compare with other identification
methods. Here, we compare our online identification method
against the conventional offline identification method that
requires optimization via simulation.
The simulation takes in rudder input along with the

AUV initial states (yaw angle and yaw rate) and simulates the
vehicle's response using (11), which is defined by an initial
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TABLE III
PARAMETERS IDENTIFIED THROUGH THE CONVENTIONAL OFFLINE METHOD
AT FIVE DIFFERENT THRUST SETTINGS WITH AUV CONFIGURATION: (BASE

DVL SIDESCAN)

guess of . At the end of every simulation, the following cost
function is calculated:

(38)

The optimization process searches iteratively for that
minimizes the cost function by repeating the simula-
tion with different . The optimization was conducted in
Matlab/Simulink™ using the Parameters Estimation Toolbox
in this study. The optimization method is Simplex search [24].
The initial guess of parameters is the zero vector. There are
two stopping criteria. The first criterion is to set the parameter
tolerance to 0.01 as it is the accuracy of the parameters re-
ported in this paper. The second criterion is to set the function
tolerance to 0.0001 to prevent the searching algorithm from
stopping prematurely.
The algorithm does not require the time derivative of the yaw.

However, it is important to note that simulation can only be run
after the entire data set is collected. Hence, identification via
simulation can only be executed offline. If the solution space is
convex, the numerical optimization will produce an optimal
that minimizes the cost function for that particular set of training
data. But, this optimality is generally not true for validation data,
which are not used in the optimization.
Table III reports the obtained through the offline identifi-

cation method. From Tables II and III, the parameters are close
to each other when comparing the coefficients. However, this
is only a qualitative comparison. For quantitative comparison,
we should compare the values produced by both methods.
The for both methods are tabulated in the last column of
Tables II and III, respectively. The offline identification method
achieved on average an value of 0.857 whereas the online
identificationmethod achieved on average an value of 0.868.
Hence, both methods achieve similar performance in terms of
the accuracy of the prediction.
The difference in estimation can be explained by the dif-

ference in cost functions used. The cost function for the offline
method (38) is defined as the mean square error between the
simulated yaw response and measured yaw response, whereas
the cost function for the online method (14) is defined as the
mean square error between the predicted yaw acceleration and
measured yaw acceleration4. Fig. 11 overlays for both on-
line and offline methods for training data and validation data
respectively. The offline method achieved better overall fit but
the online method had better fit when the AUV was turning. By

4The measured yaw acceleration is generated from measured yaw via state
variable filter.

Fig. 11. Fitting of identified and measured yaw angle at 100% thrust for both
online and offline methods. (a) Training. (b) Validation.

the definition of the cost function, the online method puts more
weight on the portion of data where the AUV experienced larger
yaw acceleration. Since the interest is in the dynamic part of the
yaw response, the online method produces better estimates in
this aspect.
In terms of computational cost, the online method is much

cheaper than the offline method. The offline method requires
simulation of the whole data set at each search iteration. In each
simulation run, the simulated yaw response is computed
using the fourth-order Runge–Kutta ordinary differential equa-
tion (ODE) integrator. Table III shows that it took around 100
iterations on average for the parameters to converge.
Online identification allows one to monitor the convergence

of the parameters on-the-fly. Some stopping criteria can be used
to stop the parameter training once it is believed that the param-
eters have attained the desired accuracy. One such criterion is
by monitoring the Euclidean norm of the change of the param-
eter estimate in every time instance to be less than a specific
value, such as 0.001. In mathematical notations, the criterion is
expressed as

(39)

Fig. 12 shows that the criterion was first met from 12 s onward
for all five thrust settings. In practice, the criterion should be met
consecutively for a certain number of times before the training
is stopped. This is to prevent the premature termination of the
training. The ability to know parameter convergence online al-
lows training to be stopped early and hence saves valuable ex-
periment time. As shown in Fig. 12, training could be stopped
as early as 12 s instead of 16.5 s.
From the above discussions, we conclude that the online iden-

tification method compares favorably against the conventional
offline method in terms of accuracy, computational cost, and ca-
pability to stop training early.

VI. APPLICATIONS

The ultimate validation is to test whether the problem
that motivated the modeling exercise can be solved using
the obtained model ([18], pg. 509).
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Fig. 12. Norm of the step change of the parameters . All step changes are
smaller than 0.001 after 12 s.

In this section, we discuss two applications of the identified
model.

A. Turning Radius of AUV at Different Speeds
The yaw identification results could be used to estimate the

turning radius of the AUV at different speeds. An understanding
of the turning radius is especially important duringmaneuvering
of the AUV for obstacle avoidance. It is also useful during path
planning so that the achievable turning angle is taken into con-
sideration (See Dubins curves in [25]).
We assume that the AUV has completed the yaw identifica-

tion such that the information present in Table II is available.
For each speed, we require information on travel speed , con-
trol authority , and linear damping . The rudder has a max-
imum deflection of 0.26 rad to avoid stalling.
Fig. 13(a) illustrates an AUV making a U-turn with radius .

The perimeter of the half circle is . Let denote the time
taken to make a 180 deg turn. Then, we have

(40)

Fig. 13(b) shows a trapezoidal profile for yaw angular ve-
locity. To make a U-turn, the AUV will start turning from zero
yaw angular velocity to critical yaw angular velocity, . The
acceleration process takes s. Then, it maintains the turning
rate at for s before decelerating to zero. The decelera-
tion process takes another s, and so

(41)

The area under the curve is the total heading change of rad.
So

(42)

which gives

(43)

From (9), we know that the transfer function of yaw angular
velocity to rudder is a first-order system

(44)

Under the step input of rudder at magnitude , the
step response is

(45)

Taking the inverse transform, the step response is given by

(46)

By letting in (46), is given by

(47)

The time is approximated by the time taken to reach 100% of
the final value ([26], pg. 180)

(48)

Substituting (43), (47) and (48) into (41), we have

(49)

(50)

Table II suggests that the drag coefficient stays constant at
. From Fig. 9, we have the following relationship between

speed and (sign of is dropped as the absolute value of
is used)

(51)

With rad and , we have

(52)

Similarly, we have and as follows:

(53)

(54)

Fig. 14 predicts how and change with speed. It
is important to note that yaw identification was only performed
for a speed range from 1 to 2.2 m/s but the plot shows the results
for speeds from 0.5 to 5 m/s. The result is only valid if (51) and
the assumption holds also for speeds ranging from
0.5 to 5 m/s.
The critical yaw angular velocity increases with speed.

From (47), is linearly proportional to , which in turn is
linearly proportional to the square of speed. As expected, the
time taken to complete a U-turn, , reduces with speed as the
AUV turns at a faster rate.
The results show that the AUV should travel at lower speeds

to achieve a smaller turning radius. For example, at speed 0.25
m/s, the turning radius is 4 m. The trade-off is that it takes about
48 s to complete a U-turn. For the higher speed region, the
minimum achievable turning radius is 5.9 m at a speed of 4.2
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Fig. 13. (a) Turning radius of an AUV traveling at speed, and (b) trapezoidal profile for yaw angular velocity.

Fig. 14. Turning radius of AUV at different speeds.

m/s. 5The turning radius increases with speed after that. There
is a minimum value for despite an increase in speed. As

, when increases faster than the decrease in , the
turning radius will increase with speed.
A field experiment was carried out to compare the measured

turning radius against the predicted turning radius. A base AUV
with a doppler velocity log (DVL) payload was used in this ex-
periment. The AUV was commanded to a constant depth of 2
m. It was commanded to thrust at 70% with an average speed
of 1.4 m/s. Yaw identification was executed to identify parame-
ters and . Then the AUV was commanded to make a
U-turn before returning to the surface. The turning radius of the
AUV was found by fitting a circle on the - position plot as
illustrated in Fig. 15(a). Table IV shows the identified parame-
ters and the predicted and . It is interesting to note
that is not equal to zero. In this case, the effective maximum
rudder deflection is rad. The predicted
turning radius is 9.2 m, which is close to the measured turning
radius of 9.9 m. The prediction is accurate as a result of good
modeling of the yaw rate6 as can be seen in Fig. 15(b).
In this subsection, we have illustrated how the turning radius

can be calculated from the identified parameters. By postulating
that the model can be extrapolated, we study the turning radius
of the AUV beyond the speed region where it was identified.
The results indicate that the turning radius has a local minimum

5The STARFISH AUV design top speed is only about 2.5 m/s, so this speed
is not achievable in practice.

6Measured yaw rate is derived from yaw measurement using Savitzky-Golay
filter.

TABLE IV
TURNING RADIUS FOR AUV: A CASE STUDY WITH AUV CONFIGURATION:

(BASE DVL)

at the high speed region where we cannot reduce the turning
radius by increasing the speed further. On the other hand, trav-
eling slowly is the way to reduce the turning radius, but this is
at the expense of longer turning time. Lastly, via a field exper-
iment, we show that the turning radius can be predicted accu-
rately based on the identified parameters.

B. Gain-Scheduled Controller Design
The main purpose of system identification is to reconfigure

the controller according to the system dynamics. We next
present some results on the steering control of the STARFISH
AUV at different speeds. We would like to demonstrate the ease
of controller synthesis after the parameters are obtained and
highlight the performance improvements after reconfiguration.
Fig. 16 shows the block diagram of the steering control

system. We close the loop using a simple proportional (P)
controller with a feedforward term. There are two main prob-
lems in steering control at different speeds. The yaw dynamics
changes with speed. One possible solution is to use robust con-
trol design methodology, which results in selecting a constant
gain, that minimizes the norm of the closed-loop transfer
function under parametric uncertainty. However, a constant
gain robust controller can be very conservative as compare with
a gain-scheduled controller that can adapt itself to the change
in system dynamics. Another problem in steering control is the
steady state error caused by nonzero rudder offset. We handle
the problem by feed-forwarding to neutralize the offset.
From the block diagram, the closed-loop transfer function

from the desired yaw to yaw output is

(55)

The closed-loop poles are

(56)
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Fig. 15. (a) Turning radius of AUV during the case study (b) Measured yaw rate and modeled yaw rate during the U-turn.

Fig. 16. Block diagram for heading control.

TABLE V
PARAMETERS IDENTIFIED THROUGH THE SVF-RLS ESTIMATOR AT DIFFERENT
THRUST SETTINGS WITH AUV CONFIGURATION: (BASE DVL TLA)

We select gain such that the closed-loop poles lie in the line
of constant damping ratio in the -plane. For a second order
system, the overshoot percentage is only a function of damping
ratio. So, we choose to be 0.7071, which is equivalent to ap-
proximately 5% overshoot. In the s-plane, constant damping
ratio line of 0.7071 corresponds to the line. Hence,
we require

(57)

As shown in Table V, and , which are functions of
speed, were identified before the design of the gain-scheduled
controller. At different speeds, the gain will be adjusted ac-
cordingly as tabulated in the last column of Table V.
We repeated the identification experiment twice for 80%

thrust to check the repeatability of the experiment. We observed
a small different in the estimation of the parameters; the first
experiment estimated and the
second experiment estimated . We
should set the gain, to 1.02 if based on the , and set the

to 0.91 if based on the . Both experiments also give
very close prediction on the turning radius (50), they are 9.20
and 9.25 m for and , respectively. Although there are

Fig. 17. Experimental results for heading control under constant gain controller
and gain-scheduled controller.

some small variations in the identified parameters, which is
expected due to measurement noise and disturbances, both
give consistent suggestion on the controller gain and the
turning radius.
The experimental results obtained using the gain-scheduled

controller with feedforward are shown in Fig. 17 with com-
parison to a constant gain controller. The AUV was first com-
manded to maintain a constant depth and heading. Then the
AUVwas commanded to turn deg from the current heading
while the thrust was increased from 60% to 100%. The constant
gain controller performed satisfactorily at the lower speed as the
constant gain was determined based on manual tuning when the
AUV was operating at 60% thrust. In the higher speed region
(90% and 100% thrust), the heading response became oscilla-
tory. In contrast, the gain-scheduled controller consistently per-
formed well over the entire speed envelop.
One interesting question: how gain should be set when

the operating thrust fall between the identified thrust, such as the
value of when the thrust is 65%? can be set via interpo-
lation. Let us explain. First, we plot the values at different
thrusts in Fig. 18, which indicates that the gain is decreasing
linearly with the increasing of thrust. If the identification was
only performed at 60% and 100% thrust, we would only know
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Fig. 18. Controller gain at different thrusts.

the at the two extreme points. Then, we can infer the for
intermediate thrust by interpolation, which is indicated by the
straight line connecting the two extreme points. The plot shows
that the obtained from the interpolation matches the ob-
tained via the individual identified results at 70%, 80%, and 90%
thrust, respectively. This has an important practical implication:
our proposed controller can be designed by performing identifi-
cation at the two extreme thrusts and then the intermediate gain
can be inferred via interpolation.

VII. CONCLUSION

We have developed a method to enable rapid identification
of AUV dynamics via in-field experiments. The method could
be employed to obtain an updated dynamic model economically
whenever there is a change in payload configuration or vehicle
geometry. The newly configured AUV is commanded to per-
form a compact set of maneuvers where doublet excitation is
used to excite the yaw dynamics. The identification process has
two main stages. In the training stage, the rudder inputs and
yaw measurements are processed online by the SVF-RLS esti-
mator to produce estimation of the unknown model parameters.
In the validation stage, the prediction capability of the identi-
fied model is checked using fresh validation data sets. For ex-
periments on five different thrust settings, the parameters show
fast convergence within 12 s. Validation results show that the
identified models are able to explain 78% to 92% of the yaw
output variation and hence we are convinced that the identi-
fied models have captured the dominant characteristics of the
dynamics. The identification results indicate that the rotational
drag coefficient has small variation around its mean when
the speed varies. The rudder control authority varies linearly
with the square of speed which matches well with our phys-
ical understanding. These observations are important because
they allow us to predict the yaw model beyond those identified
through experiments, via interpolation or extrapolation.
We compare the SVF-RLS estimator against a conventional

offline identification method that requires numerical optimiza-
tion. The comparison shows that the SVF-RLS estimator outper-
forms the offline method in terms of prediction accuracy, com-
putational cost and shorter training time by detecting parameter

convergence online. The usefulness of the identified parame-
ters is highlighted in two applications. We illustrate how the
yaw identification results can be used to estimate the turning
radius of the AUV at different speeds. The accuracy of the esti-
mation is validated in a field experiment. The understanding of
yaw dynamics at different speeds allows easy implementation
of a gain-scheduled controller. The experimental results indi-
cate that the gain-scheduled controller achieved better system
performance compare with a constant gain controller.
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