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Marine mammal vocalizations are often analyzed using time-frequency representations �TFRs�
which highlight their nonstationarities. One commonly used TFR is the spectrogram. The
characteristic spectrogram time-frequency �TF� contours of marine mammal vocalizations play a
significant role in whistle classification and individual or group identification. A major hurdle in the
robust automated extraction of TF contours from spectrograms is underwater noise. An image-based
algorithm has been developed for denoising and extraction of TF contours from noisy underwater
recordings. An objective procedure for measuring the accuracy of extracted spectrogram contours is
also proposed. This method is shown to perform well when dealing with the challenging problem of
denoising broadband transients commonly encountered in warm shallow waters inhabited by
snapping shrimp. Furthermore, it would also be useful with other types of broadband transient
noise. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2945711�

PACS number�s�: 43.66.Gf �MCH� Pages: 1159–1170
I. INTRODUCTION

Marine mammal vocalizations are recorded and studied
for a variety of purposes, including research on behavioral
and contextual associations, animal detection and localiza-
tion, and census surveys. Some of these natural signals of
interest are nonstationary waves well suited for analysis us-
ing time-frequency representations �TFRs�. In this paper, we
focus on the analysis of dolphin vocalizations using spectro-
grams, which are TFRs based on the short-time Fourier
transform �STFT�.

The ability of dolphins to communicate acoustically has
been instrumental in many field studies. For example, com-
munication signals commonly referred to as “whistles” have
been used to identify individuals or groups of animals,1,2 and
to determine the acoustic features salient to the animals.3

These studies provide valuable insights into the dolphin’s
vocal repertoire and behavioral associations.

Dolphin whistles are commonly characterized by their
time-frequency contours in spectrograms that highlight non-
stationarities and provide effective visual means of differen-
tiating whistles from other acoustic signals. Features ex-
tracted from spectrogram contours of dolphin whistles have
been used in many classification studies.

However, dolphin whistle contours are often corrupted
by other underwater acoustic sources �noise�, making extrac-
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tion difficult, and it is therefore done manually. However,
when a large number of whistles are to be extracted, time
spent on extraction could be significant. Therefore, an auto-
mated method is highly desirable.

The semiautomated method of Buck and Tyack4 is able
to extract whistle contours if the start and end points are
known a priori. For each time bin between the beginning and
end of a whistle, the algorithm selects the frequency bin with
the highest energy as a pixel on the contour. A further check
is performed to avoid choosing pixels on high-energy har-
monics. However, this method only works well for record-
ings with a high signal-to-noise ratio �SNR�, which can be a
difficult requirement to satisfy in natural waters.

A noise removal method to facilitate contour extraction
in natural waters has been proposed by Sturtivant and
Datta.5,6 In this method, dolphin echolocation clicks �broad-
band transient signals� are removed by the sequential appli-
cation of a vertical edge suppression filter and an exponential
smoothing filter. After denoising, potential whistles are de-
tected by local segmentation, followed by connectivity
thresholding to obtain tonal components that are longer than
a predefined time duration. The contour is traced on the
original spectrogram using an “inertial” whistle-following
technique, starting from candidate points detected by the pre-
vious segmentation step. The start and end points of whistles
are identified by drops in local SNR.

However, this algorithm is not widely known, and there
is no indication in the original publication to how it would

perform for warm shallow water recordings. Since we had
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independently developed an algorithm consisting of �1� an
image-based transient suppression filter to remove acoustic
noise and �2� an adaptive image segmentation and tracing
method to extract whistle contours from spectrograms, we
conducted a comparative study to analyze the performance
of the two methods. A flowchart which illustrates the method
described in this work is given in Fig. 1.

Comparing the constituent elements of the two ap-
proaches, it may be noticed that while the denoising step of
the Sturtivant and Datta method �SD� includes only a vertical
edge suppression element, our proposed method also in-
cludes a horizontal smoothing element. Our experimental re-
sults �Sec. VII� indicate that this leads to better preservation
of the signal while suppressing transient noise. The local
normalizations used for denoising in SD are computed lo-
cally, whereas our method uses static directional filter ker-
nels which are more efficiently implemented. Furthermore,

Spectrogram De-noising

Harmonic Suppression*

Spectrogram Segmentation

Whistle Tracing

Kalman Filtering*

FIG. 1. Block diagram of the proposed algorithm. An asterisk denotes op-
tional processing steps.
the core algorithm components of denoising, segmentation,
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and tracing �excluding the optional steps—Kalman filtering
and harmonic suppression� require fewer manual settings of
parameters.

A denoised spectrogram may be converted back into a
clean acoustic signal for play-back provided phase informa-
tion is retained. Although the algorithm was developed for
extracting dolphin vocalizations it has the potential to be
used to extract other narrow-band nonstationary signals such
as the humpback whale song.

Also introduced is an objective method of measuring the
accuracy of tracing a vocalization spectrogram contour. This
not only enables the comparison of tracing methods, but also
helps tune the algorithm parameters such that optimal results
can be obtained in a particular noise environment. Results
obtained using recordings of vocalizations made by bottle-
nose dolphins �Tursiops truncatus aduncus� and Indo-Pacific
humpback dolphins �Sousa chinensis� in warm shallow wa-
ters around Singapore confirm that our proposed method ef-
fectively denoises a wide variety of whistle contours and
performs better than other methods in most instances tested.

II. SPECTRAL PATTERNS OF COMMON ACOUSTIC
SIGNALS

A spectrogram is produced by converting a time-domain
signal to the joint time-frequency domain by the STFT. For-
mally, the STFT of a discrete-time function x�n� with respect
to the window function w�n� evaluated at the location �� ,m�
in the frequency-time plane is defined as

X��,m� = �
n=−�

�

x�n�w�n − m�exp�− j�n� . �1�

The columns of the matrix X�� ,m� contain the time-
localized frequency content of the discrete signal x�n�. The
values of X are generally complex, and it is customary to
log-compress the absolute value of this transform for visual
inspection due to the large dynamic range. This log-
compressed gray-level two-dimensional �2D� image is called

the spectrogram of x�n�, and is denoted by X̂�� ,m�.
In underwater environments where dolphin vocalizations

are recorded using hydrophones, there are various types of
acoustic sources: mechanical, such as produced by ships;
natural physical sources such as waves; and biological
sources. It is important that the spectral characteristics of this
noise are taken into consideration when attempting to isolate
dolphin whistles.

The two most commonly encountered dolphin vocaliza-
tions are narrow-band, frequency-modulated whistles and
short-duration, broadband echolocation clicks. Whistles give
rise to smooth frequency-localized contours �Fig. 2�a�� in a
spectrogram, while clicks create vertical line patterns �Fig.
2�b��. Signals generated by mechanical processes usually
have low, constant frequencies, resulting in spectral patterns
consisting of horizontal lines in the lowest regions of a spec-
trogram �Fig. 2�c��.

Ambient noise in warm shallow waters worldwide is
dominated by the short-duration broadband crackling or pop-
ping sounds made by snapping shrimp, which has been

7
shown to have a non-Gaussian energy distribution. This
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sound creates spectral patterns resembling narrow vertical
lines. However, since many snapping shrimp produce these
sounds simultaneously, individual “snaps” overlap and the
resulting vertical structures are not as clearly defined as dol-
phin clicks �Fig. 2�d��.

III. SPECTROGRAM DENOISING

Spectrogram images are a special class of images that
are not the product of conventional optical imaging. Noise in
these images must be defined according to the higher-level
detection task one is attempting. Unlike optical images,
where the image noise usually arises from imperfections in
acquisition or transmission, spectrogram noise is due mainly
to the presence of “undesirable” acoustic sources. Some of
these noise sources are introduced by human activities, while
others are inherent in the recording environment and are de-
scribed in Sec. II.

When detecting dolphin whistles all other acoustic
sources are treated as noise sources; hence the spectral pat-
terns to which they give rise in the resulting spectrograms
are defined as noise. The aim of denoising a spectrogram is
to facilitate the extraction of the desired type of spectral pat-
terns by attenuating all other patterns. This paper introduces
image processing methods to achieve this objective.

As a preprocessing step, the low-frequency tonal sounds
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FIG. 2. �Color online�
created by mechanical devices such as motors and engines
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can easily be removed by high-pass filtering with a cut-off
frequency set slightly below the lowest frequency at which
dolphin whistles are expected ��1.5 kHz�. However, if this
method were to be used for denoising other types of signals,
such as the low frequency calls of baleen whales, the band of
interest would have to be modified accordingly. In the latter
case, the use of a low-pass filter might be appropriate.

A. Denoising in nonimpulsive noise environments

The quality of spectrogram images of recordings made
in pool environments and not excessively corrupted by tran-
sient noise can be improved significantly by an edge-
preserving local-smoothing filter such as the bilateral filter.8

This is essentially a neighborhood averaging filter with the
kernel coefficients computed from the geometric closeness
and the gray level similarity between the neighborhood cen-
ter and the other neighborhood pixels.

If the center pixel of the local neighborhood being pro-

cessed in spectrogram X̂ is X̂�� ,m� and any other pixel be-
longing to the same local neighborhood is denoted by

X̂��� ,m��, the geometric closeness function, c, depends only
on the relative positions of the two pixels x= �� ,m� and �
= ��� ,m��. The gray level similarity function s, on the other

hand, is a function of the relative pixel intensities X̂�x� and
ˆ
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In the shift-invariant Gaussian implementation of the bi-
lateral filter, both the closeness and similarity functions are
Gaussian functions of their respective arguments. Thus, we
have

c��,x� = exp�−
1

2
�d��,x�

�d
	2
 , �2�

where the Euclidian distance d�� ,x� between � and x is

d��,x� = d�� − x� = �� − x�

and

s��,x� = exp�−
1

2
���X̂���,X̂�x��

�r
	2
 �3�

where

��X̂�x�,X̂���� = �X̂��� − X̂�x�� .

Using the the aforementioned definitions, bilateral filtering
can be described by

X̂BF�x� =
1

k�x���

�X̂���c��,x�s�X̂���,X̂�x��� , �4�

where X̂BF�x� is the output of the filter operation on pixel

X̂�x�, and the summation is performed over all the neighbor-
hood points �. The normalization factor k�x� is obtained by

k�x� = �
�

�c��,x�s�X̂���,X̂�x��� . �5�

The parameter values of the bilateral filter depend on the
size of the features one desires to preserve and the amount of
smoothing preferred. The window size should be larger than
the whistle-contour thickness, which depends on the time-
frequency resolution set by the fast Fourier transform �FFT�
window size. The Gaussian kernel width �d should be a frac-
tion of the window size, while �r should be a fraction of the
range of gray levels.

B. Short-duration transient suppression

Recordings made in open waters are typically more
challenging to denoise. The vertical line patterns created by
dolphin clicks and snapping shrimp can overlap whistles and
complicate the tracing process. Pixels that are part of these
spectral patterns should be detected and attenuated before
whistle tracing.

The dominant direction of energy distribution in the lo-
cal neighborhood of each pixel is detected using a set of four
asymmetric kernels generated from the Gaussian functions
�7�,

G1�p,q� = exp�−
1

2
�� p

�p
	2

+ � q

�q
	2	
 �6�
and
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G2�p,q� = exp�− ��q − p

�p
	2

+ � p + q

�q
	2	
 . �7�

The four Gaussian kernels �i i� �1, . . . ,4 given in Table I
are oriented in the horizontal, vertical, and two diagonal di-
rections. The values of �p and �q are chosen according to the
kernel size, and in Table I, a is used to indicate their relative
magnitudes. Generally, for a kernel of size M �M, a
�M /10 is recommended. In this work, a 9�9 window is
used.

The spectrogram image X̂ is filtered by �i to produce

four intermediate images X̂i. Denoting the neighborhood cen-
ter by �p ,q� and a pixel in the neighborhood by �p� ,q��, the
intermediate images are given by

X̂i�p,q� =
1

t�p,q��
p�

�
q�

�X̂�p�,q���i��p� − p�,�q� − q���

�8�

with the normalization factor t�p ,q� defined by

t�p,q� = �
p�

�
q�

�i��p� − p�,�q� − q�� . �9�

Since the output of the functions �i can be precomputed for a
given size of the local neighborhood, the above operations
can be efficiently implemented.

To remove the vertical spectral patterns, pixels belong-
ing to local neighborhoods with vertical energy distributions
are attenuated. Let r��� be the highest nonvertical energy
average, and v��� the vertical energy average �Algorithm 1,
see Table II�. Therefore the expression r���−v��� evaluates
to a positive value when the primary direction of energy
distribution is nonvertical, and negative when it is vertical.
Adding the expression r���−v��� to the original pixel value
therefore has the effect of attenuating the pixels with a ver-
tical energy distribution. The constants � and 	 are used to
control the degree of attenuation.

Only the relative values of � and 	 are important.
Higher relative � preserves more of the original detail while
higher relative 	 increases the amount of attenuation of ver-

TABLE I. Asymmetric Gaussian kernels.

Kernel Generating function Value of �p Value of �q Orientation

�1�p ,q� G1�p ,q� a 6a Horizontal
�2�p ,q� G1�p ,q� 6a a Vertical
�3�p ,q� G2�p ,q� a 6a Diagonal
�4�p ,q� G2�p ,q� 6a a Diagonal

TABLE II. Algorithm 1: Transient suppression.

1: for all pixel �= �p ,q� of X̂��� do
2: r���=arg max X̂1��� , X̂3��� , X̂4���
3: v���= X̂2���
4: X̂TS���= ��� X̂���+	� �r���−v����� / ��+	�
5: end for
Mallawaarachchi et al.: Automated extraction of dolphin whistles



tical spectral patterns. Although the procedure is described
here in its noniterative mode of operation, there is no restric-
tion on using the filter iteratively.

An example of applying this filter to a whistle corrupted
by snapping shrimp noise is shown in Fig. 3 together with
the output of bilateral filtering and an implementation of the
method of SD.6 Bilateral filtering �Fig. 3�b�� enhances con-
nected high-energy regions irrespective of orientation and
therefore produces poor denoising performance. The method
of SD �Fig. 3�c�� reduces most of the transients and creates a
“noise trough” around the whistle, but leaves behind a sig-
nificant amount of noise pixels. In comparison, the proposed
transient suppression filter �Fig. 3�d�� removes most of the
undesired vertically oriented spectral patterns while preserv-
ing the whistle contour.

IV. HARMONIC SUPPRESSION

Whistles often contain harmonics similar in shape to the
fundamental frequency variation with only a shift in fre-
quency, and these can potentially hinder accurate tracing of
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FIG. 3. �Color online� Denoisin
the fundamental. The instantaneous frequency of a harmonic
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is an integer multiple of the fundamental, a property that can
be exploited to automatically remove it from the spectrogram
image.

A row of pixels in a spectrogram represents the time
variation of a discrete frequency bin f i, and, from bottom to
top, the rows represent a linear increase in frequency. Let us
define a pixel intensity vector Ii that contains the pixels in
the ith row of the spectrogram. The harmonic suppression
update equation for the ith row is expressed as

Ii − Ii − khI j , �10�

where kh is a user-defined scalar constant and the vector I j

contains the pixel values of the jth row for which f j = f i /N,
where N is an integer. For example, if N=2 is used, harmon-
ics which are �2, 4, 6,… multiples of the base frequency will
be attenuated. Therefore by repeating the procedure for dif-
ferent values of N, most harmonic patterns may be attenu-
ated. A good choice for N is the set of the largest common
divisors of the integer multiples of the fundamental that pro-
duced the harmonic pattern. In practice, N� �2,3 ,5 is used,
and Eq. �10� is applied to every row from top to bottom, and
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Figure 4 shows how harmonics are suppressed from the
spectrogram by this iterative procedure; the harmonics now
have lower energy, while the fundamental signal retains in-
tensity values similar to the original. This step should be
used selectively since not all whistle recordings capture
strong harmonic patterns. If multiple whistles overlap in
time, and the fundamental �frequency variation� of one
whistle intersects the harmonic pattern of another whistle,
the harmonic suppression algorithm will attenuate the pixels
belonging to the fundamental of the intersecting whistle.
This algorithm should therefore not be used in such situa-
tions.

V. SPECTROGRAM SEGMENTATION

After the spectrogram has been denoised to remove un-
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wanted spectral patterns, whistles can be extracted using im-
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age segmentation techniques. Although many segmentation
techniques have been proposed, the objective of the current
work is to choose a method applicable to spectrogram im-
ages and simple enough to be efficiently implemented. The
latter objective is important because an on-line tool for
whistle extraction would be very helpful to field scientists
studying dolphins and other marine mammals.

Thus, a three-stage image segmentation technique is
proposed. Thresholding is chosen as the first step as it can be
efficiently implemented and requires only one parameter �the
threshold� to be determined. Furthermore, there are several
known methods of adaptively computing a threshold. Having
the ability to adaptively select a threshold is crucial in spec-
trogram images because the ambient intensity values can
greatly vary from one image to the other, even in spectro-

FIG. 4. �Color online� Iterative har-
monic suppression.
2

2

grams taken from different sections of the same recording.
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Factors contributing to these variations include the dynamic
nature of underwater acoustic sources, and the settings of the
recording equipment used. Further details on thresholding
are given in Sec. V A.

As an intermediate step, a morphological clean-up op-
eration is performed on the output of the thresholding opera-
tion �Sec. V B�.

Dolphin whistles are generally continuous contours with
fading starts and ends. Therefore, the start and end segments
are likely to be misclassified as background by thresholding.
However, these segments are connected to other high inten-
sity parts of the whistle that are readily identified by thresh-
olding. We, therefore, propose the use of an intensity-based
region-growing algorithm for the final stage as described in
Sec. V C.

A. Adaptive thresholding

A thresholding function f operates on an intensity image
I and produces a binary image J, using a global threshold T,

J�x,y� = �1 if I�x,y� 
 T

0 else.
� �11�

In the first segmentation stage, we use a higher global thresh-
old T value to ensure noisy pixels are unlikely to be seg-
mented as foreground. This creates the possibility of co-
classifying some segments of the whistle as background
noise, but the subsequent region growing step compensates
for this.

Since spectrograms vary significantly in average energy
level, depending on the recording environment and the type
of dolphin vocalizations, the threshold T has to be calculated
adaptively. The Niblack method9 is a well-known and simple
method for computing an adaptive threshold,

T = � + k� , �12�

where � is the mean gray value, � the standard deviation,
and k a user-defined constant. We determine k from

�
−�

�+k�

N�,��x�dx = � , �13�

where � is the percentage of background pixels. A normal
distribution of gray values may be assumed even though the
actual distribution can differ.10 Using the a priori knowledge
that over 90% of a spectrogram is background, our proposed
method computes a high threshold by setting �=0.96. The
calculation of k using Eq. �13� is implemented by using pre-
calculated values for a Gaussian cumulative distribution
function, stored in a table format. This is also referred to as a
Z table.

Note that a simple and fast algorithm is preferred be-
cause, in the first stage of segmentation, we are mostly inter-
ested in obtaining a set of seed points that we can feed into
the region-growing algorithm.

B. Morphological clean-up operations

As an intermediate step, mathematical morphology is

used to improve the segmentation and remove any noisy out-
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lying pixels from J. In morphology, the structure of a group
of pixels is considered rather the the pixel intensity values.
All morphological operators are therefore defined with re-
spect to a “structuring element.” It is possible to use mor-
phology to remove noisy outlying pixels based on structural
characteristics such as size, by using an appropriate structur-
ing element.

Two basic morphological operators are opening and
closing. Opening with a structuring element S will erase im-
age structures �groups of connected pixels� smaller than S,
while closing will fill gaps �holes� smaller than S. Morpho-
logical closing was first performed on J with a 2�2 square
structuring element �SE� s1, followed by opening with a 2
�3 SE s2. This dual operation preserves original detail and
removes any remnant noisy outlying pixels.

C. Region growing

After removing outlying pixels with the morphological
operators, the pixels of the segmented image are input as
seed points in a 2D region-growing algorithm. Region-
growing algorithms take one or more seed points together
with a threshold value T� as inputs, and initially the output
image contains only the seed�s�. As the algorithm progresses,
the neighborhood pixels of the seed�s� above the threshold T�
are located and added to the output image, and then the
neighbors of the newly added points are searched. This re-
cursive algorithm continues until all the pixels meeting the
criteria are added to the output image.

VI. WHISTLE TRACING

The final goal of the algorithm is to extract the time-
frequency contour of the fundamental frequency variation of
a whistle. A trace of this extracted contour should also be
drawn on the spectrogram for visual inspection.

The candidate points for the trace consist of the stron-
gest peaks in each time bin of the segmented spectrogram.4

This simple process is used for whistle tracing as the denois-
ing and segmentation steps contain most of the algorithmic
intelligence. However, strong harmonics or remnant back-
ground noise can cause incorrect segmentation and, hence,
outlying points in the automatically obtained trace. In such
situations, an additional step which can correct outlying
points is beneficial.

Based on the assumption that dolphin whistles are
smooth curves without sudden jumps in frequency, we pro-
pose the use of a Kalman filter,11 which is a model-based
estimator. A Kalman filter takes imprecise measurements of a
process that can be mathematically modeled, and produces,
as output, a weighted average of the model prediction and
the measurement. The weights depend on the relative confi-
dence in the measurements and the model prediction.

The confidence values for each measurement �a point on
the automated trace� are calculated and saved during tracing.
Low confidence values are assigned to whistle points that
exhibit sudden jumps in frequency. The confidence assign-

ment function has a memory of 1 in the sense that if the
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previous measurement had low confidence, the confidence
attributed to the next measurement will be partially based on
the previous value.

The same process model was used to “track” a smooth
dolphin whistle as when tracking the trajectory of a particle
moving in a straight line under constant acceleration. Fre-
quency �f�, which is the filtered variable with respect to time,
is analogous to the position of the particle. In this context,
velocity and acceleration correspond, respectively, to the first
and second derivatives of frequency with respect to time.
The Kalman model is summarized in Table III. The filter
output is continuous and will be quantized to the nearest
discrete Fourier transform �DFT� bin value. Figure 5 shows
the plot of a traced whistle overlaid with the Kalman filter
output. The whistle points adjusted by the filter are marked
by ellipses.

One shortcoming of the Kalman filter is the slight shift
of the trace to the right �on the time axis� caused by the filter.
This indicates a “filter inertia,” which resists changes in di-
rection contrary to the model prediction. Effective use of
Kalman filtering requires an appropriate trade-off between
smoothness and flexibility �to change direction�, and this can
be done by setting the process and measurement error cova-

TABLE III. Second-order Kalman filter model used for whistle smoothing.

State vector x= �f v a�
f—frequency �position�
v—rate of change of frequency �velocity�
a—second derivative of frequency �acceleration�

State f�k�=ut�k�+ 1
2at2�k�

equations v�k�=u+at�k�
where u is the initial velocity

Discrete f�k+1�= f�k�+v�k��T+ 1
2a�T

2

update v�k+1�=v�k�+a�T

equations a�k+1�=a�k� where �T= t�k+1�− t�k�

� fk+1

vk+1

�k+1
�= �1 �T

1
2�T

2
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riances. Another problem is that in situations where a large
number of continuous outlying points are present, the filter
will gradually adapt to those incorrect values and will fail to
make the expected filter corrections. Despite these imperfec-
tions, Kalman filter corrections are beneficial in some situa-
tions.

VII. EXPERIMENTAL RESULTS

A. Experiment design

To evaluate the effectiveness of the automated tracing
methods, 26 dolphin whistles were chosen from underwater
recordings of vocalizations made by bottlenose dolphins
�Tursiops truncatus aduncus� and Indo-Pacific humpback
dolphins �Sousa chinensis� in waters surrounding Singapore.
The sampling rate was 44.1 kHz, and spectrograms were cre-
ated with an FFT window size of 256, with successive win-
dows overlapping by 50%. Each whistle was approximately
0.5–1 s in duration and contained natural background noise
dominated by snapping shrimp

The Marine Mammal Research Laboratory �MMRL� at
the National University of Singapore provided the underwa-
ter recordings and the reference traces for the selected
whistles. To obtain reference traces of the whistle contours,
the spectrograms of the selected whistles were manually
traced by the MMRL, and quantized to fit the spectrogram
bins using a nearest neighbor algorithm. The whistle traces
obtained by automated methods were then compared with
the reference traces for quantitative evaluation of their per-
formance using the metrics defined in the following.

B. Performance metrics

A quantitative method to evaluate the accuracy of an
extracted whistle contour trace has not previously been pro-
posed. This paper defines three metrics that can be used to
gauge the completeness and accuracy of tracing a known
whistle contour. They are defined with respect to a reference
contour ��m�, with associated times t�m� obtained by

0.7 0.75

s of Trace
Output

FIG. 5. �Color online� Plot of a traced
whistle overlaid with the Kalman filter
output. The whistle points adjusted by
the filter are marked with ellipses.
5

Point
Filter
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ˆ

manual tracing �Sec. VII A�. Similarly, a whistle contour ob-
tained using an automated method can be denoted by �̂�m�,
with associated times t̂�m�.

Metric 1: Mean percentage error of tracing,

A��,�̂� =
1

N
�
m

���m� − �̂�m��
��m�

� 100 % , �14�

where N is the number of matching points in � and �̂. This
is the relative percentage displacement of the contour ��m�
with respect to �̂�m�, averaged over all the whistle points.
The displacements are calculated only over the matching
points of the trace, i.e., where t�m�= t̂�m�. Here the absolute
relative displacement is used instead of squared error since it
provides a more direct measurement of the actual deviation
from the reference trace.

Metric 2: Percentage of missing points,

B��,�̂� =
	

�t�m��
� 100 % . �15�

This is computed by using the number of missing time bins
in t̂�m� compared to t�m�, denoted by 	.

Metric 3: Percentage of extra points,

C��,�̂� =
�

�t�m��
� 100 % . �16�

This is computed by using the number of extra time bins in
t�m� compared to t�m�, denoted by �.

The average of all three metrics provides a measure of
the total tracing error in terms of the extent and accuracy of
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the traced contour. This metric is defined as follows.
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Metric 4: Average percentage tracing error,

��,�̂� =
A + B + C

3
. �17�

C. Results and discussion

The set of 26 whistles was traced using four different
approaches, three of which use the general procedure pro-
posed in this work, with differing denoising methods. The
fourth approach is an implementation of the method pro-
posed by Sturtivant and Datta.2,5 Specifically, the methods
are:

�1� NF: No spectrogram denoising is performed in this
method. The rest of the algorithm takes the original spec-
trogram images and performs segmentation and tracing.

�2� BF:Spectrogram denoising is performed using bilateral
filtering.8

�3� TSF:Spectrogram denoising is performed using transient
suppression filtering proposed in this work.

�4� SD: Whistle tracing is performed by implementing the
method proposed by Sturtivant and Datta.2,5

Each algorithm must first be calibrated to determine the
parameter values for optimal performance. This is done by a
combination of visual verification of tracing results and com-
puting the performance metrics. Note that the parameter set-
tings used here are chosen to be generic to the recording
environment and not optimized for each individual whistle.

23 24 25 26

23 24 25 26

23 24 25 26

FIG. 6. �Color online� Performance
metrics of tracing 26 recorded
whistles.
1 22

1 22

1 22
The first three metrics �A ,B ,C� are calculated on the
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tracing results of the whistle set and are graphically pre-
sented in Fig. 6. The average metric  is presented in Fig. 7.

NF is included as a “control sample” to quantify the
effect of image denoising on tracing performance, particu-
larly for BF and TSF. Compared to NF, BF tends to decrease
the mean percentage error �A� and the number of extra trace
points �C�, indicating a reduction of outlying points in the
traces �Figs. 6�a� and 6�c��. However, the average percentage
of missing points �B� rises in general, indicating that a sig-
nificant number of signal pixels are also attenuated by the
filter.

SD performs better compared to the BF method �on all
metrics�, and better than NF on A and C �but not B�.
From the tracing metrics and the visual inspection of the
spectrogram plots, it can be inferred that the vertical edge
suppression filter of SD is more effective in removing tran-
sients than the smoothing operation performed by BF.

TSF has an even greater impact on reducing the number
of outlying points; at the same time, it manages to retain
more of the whistle points of ��m� �overall reduction of all
metrics compared to NF, BF, and SD�. This behavior is at-
tributable to the vertical suppression and horizontal smooth-
ing property of the directional filter kernels, which manage
to effectively suppress high energy broadband transient spec-
tral patterns while retaining frequency modulated narrow-
band whistles.

Statistical analysis of the results were performed on the
results using STATISCA 6.0 �STATSOFT, Inc., 2001, Tulsa,
OK�. One-way multivariate analysis of variance �MANOVA�
was performed simultaneously on the three scoring catego-
ries for the four methods. Log �x+1� transformation success-
fully reduced homogeneity of variances for A �percentage
error: Cochran’s Cdf3=0.328, p�0.05�, B �percentage
missed points: Cochran’s Cdf3=0.264, p�0.05�, and C

�percentage extra points: Cochran’s Cdf3=0.348, p�0.05�.
The results showed significant effects of the various methods
on the scores �Wilk’s9,239=0.619, p�0.001�: univariate de-
composition demonstrated that effects were significant for all
three scoring categories �log�A+1�: F3,100=5.592, p�0.01;
log�B+1�: F3,100=5.418, p�0.05; log�C+1�: F3,100

=8.873, p�0.01�.
The SD method was slightly modified to improve its

performance. First, a low-pass filter was introduced to re-
move high frequency tonals in addition to the high-pass filter
stipulated in the original work. Second, when the inertial
whistle-following algorithm stops upon encountering a sud-
den drop in SNR, it is automatically restarted to increase
detection probability. The metrics for the SD method applied
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to filtered and unfiltered data were: square-root transformed
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“error” �F1,50=11.38, p�0.01�; and log �average+1� �F1,50

=4.110, p�0.05�; and were significantly lower after impos-
ing a low-pass filter than in unfiltered data.

Post-hoc Tukey’s honest significant difference test dem-
onstrated that TSF scores were consistently significantly
lower �at p=0.05� than BF scores; the A and C �but not
B� were significantly lower for TSF than NF; TSF also
scored consistently lower than SD for all metrics but the
difference was statistically significant only for B �see Fig.
8�.

In summary, the statistical analysis of the results indicate
that TSF consistently performed better than the other denois-
ing methods. All metrics derived from the TSF method were
consistently lower than the SD method, although this was
only statistically significant for the B. SD metrics signifi-
cantly outperformed the BF and NF methods only for C.

However, for some whistles, e.g., whistles 19 and 21
�Figs. 9�b� and 9�c�, respectively�, TSF does not perform
well. In both cases a closely packed cluster of transients has
caused an incomplete segmentation, resulting in a higher
number of extra points on the trace. In these two situations,
SD has not included the extra portion due to the SNR drop
between the two segments and hence performs better.

Both SD and TSF methods perform poorly on whistle 9
�Fig. 9�a��, which contains rapid rising and falling segments.
In such scenarios, methods employing vertical edge suppres-
sion filters, while useful for removing broadband patterns,
also attenuate sections of the signal with similar characteris-
tics. Additionally, due to its low SNR, all methods miss a
large percentage of the whistle. Another reason for the poor
performance for this whistle is due to the nature of the ref-
erence trace. Human vision is known to be remarkably adept
at linking disconnected line segments to form a “complete”
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FIG. 7. �Color online� The average of
the three metrics A, B, C for 26
whistle recordings.
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FIG. 8. �Color online� Statistical analysis of tracing results.
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picture. Therefore the manual trace contains pixels that are
actually “breaks” in the whistle but are “artificially” linked
together. However, the automated methods fail to identify
these pixels as being part of the whistle and this leads to a
higher number of missing points for such whistles.

Apart from measuring tracing performance, metrics B

and C shed light on the values of operational parameters
used in the tracing algorithm. For example, a high percentage
of missed points B coupled with a low percentage of extra
points C indicate that the segmentation �or detection�
thresholds are probably set too high, and vice versa. Appro-
priate action can then be taken to determine the optimal point
at which both metrics are sufficiently low. This method was
followed in order to obtain the best performance for all the
algorithms.

This study demonstrates that several different image
processing-based approaches can be considered for extract-
ing whistle contours from recordings. It also confirms that
TSF performs better for recordings made in warm shallow
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VIII. CONCLUSION

This paper introduces an algorithm based on image pro-
cessing techniques to denoise and extract contours of dolphin
whistles from spectrograms. The algorithm presented in Sec.
III is well suited for denoising recordings made in warm
shallow waters, where the ambient noise is dominated by
snapping shrimp. It exceeds the performance of existing
algorithms5,6 by incorporating the pixel values of adjacent
time bins for greater preservation of the signal while effec-
tively attenuating transient spectral patterns. The use of static
directional smoothing kernels yields more efficient imple-
mentations and reduces the processing time of denoising.
The objective method introduced for testing the tracing per-
formance using known time-frequency contours not only en-
ables the selection of a particular algorithm, but can also be
used to tune its parameters.

The modularity of the algorithm enables easy integration
of other techniques at any stage of the process, and further
studies may be carried out to examine combinations that pro-
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problematic whistles for tracing.
ms of
duce the best results. Although an effort has been made to
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make the algorithm self-adaptive as far as possible, some
parameters still have to be manually set depending on any
particular acoustic recording. However, suggestions are
made to guide the choice of the values of those parameters.
Features extracted from whistle contours are available for
classification tasks, paving the way for faster analysis of dol-
phin vocalizations. Although this implementation has not yet
been optimized for speed, and currently works on off-line
data, an on-line system coupled with a whistle recognition
module would be an invaluable tool for field biologists. We
believe the techniques presented here can be applied to ex-
tract other animal vocalizations such as whale calls and bird
songs from acoustic recordings. Further studies are recom-
mended to determine the feasibility of such extensions.
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