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Abstract—A channel-estimate-based decision feedback equal-
izer (CEB DFE) robust under impulsive noise is presented for
single-input multiple-output (SIMO) underwater acoustic com-
munications. Channel estimation is performed via the improved-
proportionate M-estimate affine projection algorithm (IPMAPA),
a linear complexity algorithm which is robust against impulsive
interference and exploits channel sparseness. The superiority of
IPMAPA to the normalized sign algorithm (NSA) and the nor-
malized least-mean-square (NLMS) algorithm is demonstrated
by processing data transmitted at 9 kbps over a 1.2 km shallow
water environment contaminated by snapping shrimp noise.

I. INTRODUCTION

There has been an increasing interest in using time-domain

channel-estimate-based decision feedback equalizers (CEB-

DFEs) for high-rate underwater acoustic communications [1-

3]. This type of equalization allows explicit channel tracking

rather than implicit, which is what the conventional DFE (di-

rect adaptation based on the received signal) carries out. Thus,

faster adaptation to channel variability is possible. Moreover,

prior knowledge about the channel can be directly incorporated

into the channel estimator for improved performance. For

instance, exploiting channel sparseness can lead not only to

better channel estimation accuracy but also to reduction of

receiver complexity since only the significant channel taps can

be retained in the equalization process.

Another reason for using a CEB DFE, which is often

overlooked in underwater acoustic communications, is to gain

robustness against impulsive noise. Most of the work, if not all,

on channel estimation in underwater acoustic channels uses the

L2 norm of the channel prediction error (i.e., the difference

between the observed signal and the adaptive filter output).

However, a number of man-made and physical processes are

impulsive. Examples are: ice cracking [4] and snapping shrimp

noise [5]. Such environments require the use of robust adaptive

filters since L2 norm-based algorithms suffer severe perfor-

mance degradation. Recently, the authors have introduced the

improved-proportionate M-estimate affine projection algorithm

(IPMAPA) [6], a linear complexity adaptive algorithm for

channel estimation. This algorithm combines Hampel’s three-

part redescending M-estimate of the channel prediction error

with natural gradient adaptation. This combination achieves

robustness against impulsive noise while exploiting varying

degrees of channel sparseness.

In this short communication, we incorporate the IPMAPA

into a CEB DFE receiver, which jointly performs spatial

diversity combining and adaptive Doppler compensation. Its

effectiveness is confirmed by analyzing real data transmitted

at 9 kbps over a 1.2 km shallow water channel contaminated

by impulsive noise. In addition, we show that the IPMAPA

outperforms the normalized sign algorithm (NSA) [7] and the

normalized least-mean-square (NLMS) algorithm [8].

Notation: Superscripts ᵀ, †, and ∗ stand for transpose,

Hermitian transpose, and conjugate, respectively. Column vec-

tors (matrices) are denoted by boldface lowercase (uppercase)

letters.

II. SYSTEM MODEL AND RECEIVER ARCHITECTURE

The proposed communications system generates a 9 kbps

baseband signal, expressed as

u(t) =

∞∑
i=1

d(i)g(t− iT ), (1)

where {d(i)} denotes the 8-PSK symbol sequence and g(t)
represents the response of the (pulse-shaping) raised cosine

filter with signaling interval T=1/3,000 s and roll-off factor

α=0.7. Before transmission, the baseband signal is modulated

onto a carrier fc=17,000 Hz and the resulting passband signal

occupies the frequency range 14.4-19.5 kHz. The passband

signal travels through the underwater channel and undergoes

delay spread due to multipath propagation and Doppler spread

due to the relative motion between the transmitter and the

receiver.

The received signal is shifted to baseband, low-pass filtered

and coarsely synchronized with a known chirp signal. Assum-

ing that all acoustic paths arriving at sensor m experience the

same time scale effect, the received baseband signal can be

written as

rm(t)=
∑
`

sm` (t)u(t+∆mt-τm` )ej2πfc(∆
mt−τm` )+zm(t) (2)

where sm` (t) denotes the attenuation (along path `), ∆m stands

for the time scale difference between the transmitter and the

receiver, τm` represents the `-th path delay within a symbol

interval, and zm(t) denotes the additive noise process.

The proposed receiver architecture can be seen in Figure 1.

There are three processing stages: adaptive resampling based

on mean Doppler shift estimation, post-cursor inter-symbol in-

terference (ISI) mitigation based on robust channel estimation

and adaptive linear equalization.
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Fig. 1. Block diagram of receiver.

A. Adaptive resampling

Assuming that the relative motion between the transmitter

and receiver is significant, then the received signal is time-

scaled (compressed or dilated) with respect to the transmitted

signal [9]. To compensate for the mean Doppler shift, we

change the sampling rate of the baseband signal by using

linear interpolation [10]. Let us denote rm(n′) the discrete

sampled baseband signal sampled at four samples/symbol.

The output of the linear interpolator is downsampled to two

samples/symbol, denoted as ym(n) and is given by

ym(n) = Im(k)rm(n′)+(Im(k)− 1)rm(n′+1) (3)

Im(k) = Im(k − 1) +K1θ
m(k) (4)

θm(k) = Im
{
pm(k)d̃(k)∗

}
(5)

where n′={1,3,...}, n={1,2,...}, Im(k) is the one-tap linear

interpolator updated at the symbol rate (Im(0)=1), d̃(k) de-

notes the decided symbol when the DFE operates in decision-

directed mode, pm(k) is the output of the feedforward filter

and K1 is a phase tracking parameter.

B. Robust channel estimation

After mitigating for the mean Doppler shift, the received

signal sampled at time n can be written in vector form as

ym(n) = hm(n)†u(n) + zm(n), (6)

with u(n)=[u(n − Nc + 1) . . .u(n)...u(n + Na)]ᵀ and

hm(n)=[hm(n,Nc − 1) ...hm(n, 0)...hm(n,−Na)]ᵀ are the

samples of the input signal in (1) and the m-th channel

impulse response, respectively. The parameters Nc, Na denote,

respectively, the causal and acausal taps of the channel impulse

response. The element hm(n, 0) denotes the channel tap with

maximal amplitude.

Let us assume that zm(n) is Gaussian noise plus impul-

sive interference. If an impulse corrupts the receiver, it can

be detected with high probability in the prior error signal

em(n)=ym(n)−ĥm(n−1)†u(n), where ĥm(n) is the estimate

of hm(n). The IPMAPA is a sparse adaptive algorithm with

the ability to detect and downweight noise impulses via the

function [6]

q(e) =



1
ξ

|e|2

ξ
|e|2 − T
∆− T

1

|e|2
0

, 0 ≤ |e|2 < ξ

, ξ ≤ |e|2 < ∆

,∆ < |e|2 < T

, T < |e|2

.

The threshold parameters ξ,∆,and T are continuously esti-

mated under the assumption of contaminated Gaussian noise.

The channel update equations are summarized below (super-

script m is omitted for brevity):

e(n)∗ = y(n)∗ −U(n)†ĥ(n− 1), (7)

A(n) = G(n− 1)U(n), (8)

B(n) =
(
U(n)†A(n) + δQ(n)−1

)−1
, (9)

ĥ(n) = ĥ(n− 1) + µA(n)B(n)e(n)∗, (10)

where y(n)=[y(n) y(n − 1) . . . y(n − L + 1)]ᵀ contains

the L most recent output samples (usually L ≤10),

U(n)=[u(n) u(n− 1) . . .u(n−L+ 1)] is the (Nc +Na)×L
matrix of input samples, G(n) is diagonal matrix that exploits

sparseness1, Q(n) is an L×L diagonal matrix with elements

q(e(n)), ..., q(e(n − L + 1)) and µ ∈ (0, 1] is the step-size

parameter. Initialization of the algorithm starts with ĥ(0)=0.

Note that the IPMAPA exhibits O(Nc + Na) computational

complexity since G(n) is diagonal and Nc +Na � L.

C. Equalization

Let Lc, La denote, respectively, the causal and acausal

taps of the feedforward section of the equalizer and let

ym(n) = [ym(n − Lc + 1) . . . ym(n)...ym(n + La)]ᵀ be

the vector of received samples. Here, we follow the idea of

post-cursor ISI cancellation by combining previous channel

1The purpose of G(n) is to assign a variable step size parameter to each

filter tap [6]. This parameter is a function of the tap’s previously estimated

magnitude. As a result, active filter taps (i.e., taps with significant values)

converge fast, which makes the overall algorithm to have fast convergence.



estimates and symbol decisions before adaptive feedforward

equalization [2]. The received signal can be written as

ym(n) = Hm(n)x(n) + zm(n), (11)

where x(n)=[u(n − Nc − Lc + 2) . . . u(n)...u(n + Na +
La)]ᵀ, zm(n)=[zm(n−Lc+1) . . . zm(n)...zm(n+La)]ᵀ and

Hm(n) is the channel matrix with the j-th row composed of

hm(n−Lc+j)†. Let us now partition the channel matrix into

causal and acausal parts as follows: Hm(n)=[Hm
c (n)|Hm

ac(n)].
The ISI-free signal at the input of the feedforward filter can

be constructed by subtracting previous channel estimates and

symbol decisions as follows:

ȳm(n) = ym(n)− Ĥm
c (n)xc(n), (12)

where xc(n) is the causal part of the input signal. The soft esti-

mate, d̂(k), of the transmitted symbol is obtained by summing

the outputs of all feedforward filters, i.e., d̂(k)=
∑M
m=1 p

m(k).

The exponentially-weighted RLS algorithm [8] is used to

jointly adapt the feedforward filters based on the error d̂(k)-

d̃(k).

III. EXPERIMENTAL RESULTS AND DISCUSSION

We now report on the performance of the receiver, which

jointly performs multi-sensor combining, Doppler compensa-

tion and CEB DFE. To evaluate the effectiveness of IPMAPA,

we compare it with two standard linear complexity channel

estimation algorithms: the NLMS and the NSA. The NLMS

algorithm is not robust under impulsive noise and does not

exploit channel sparseness. The NSA is based on the L1 norm

of the error signal and thus, it is robust under impulsive noise.

The dataset analyzed here was recorded during a sea trial in

the area of Selat Pauh in Singapore waters. Figure 2(a) shows

the transmit/receive locations. The distance of the link was

1.2 km. The receiver used a horizontal uniformly-spaced linear

array of 19 hydrophones (4.57 cm inter-element spacing). Both

the array and the transmitter were mounted on two vessels and

submerged about 3 m below the sea surface. The sea depth at

the receiver location was about 20 m and the sound speed

profile was isovelocity (1540 m/ s). We stress three notable

characteristics of this link: (a) impulsive ambient noise due

to snapping shrimp, (b) strong tidal currents and (c) frequent

ship wakes as this area was exposed to heavy shipping traffic.

Figure 2(b) validates the impulsiveness of the passband

ambient noise in the frequency range 14.4-19.5 kHz. It can

be clearly seen that the Symmetric alpha-Stable (SαS) distrib-

ution (with characteristic function ϕ(ω)=e−γ
α|ω|α , α=1.65 and

γ=0.2) is a better fit than the Gaussian distribution. Figure 2(c)

shows the amplitudes of the received baseband signals at

sensors 2 and 19. The impulsiveness of the noise can be clearly

seen. The SNR at each sensor is about 19 dB.

Figure 2(d) shows the mean Doppler shifts experienced by

sensors 2 and 19. Clearly, the Doppler shifts are highly corre-

lated since the sensors are only 78 cm apart. This oscillatory

fluctuation of the Doppler frequency is due to the wave-

induced motion of the receive and transmit vessels.

The time evolution of the channel impulse response as seen

by sensor 2 of the array is illustrated in Figure 2(e). The

0 ms delay corresponds to the strongest arrival. As can be

observed, the multipath arrivals are very sparse and the total

multipath spread the transmitting signal experiences is about

85 ms. The sound rays arriving at 85 ms after the direct arrival

are generated due to reflections off a reef behind the transmit

vessel as seen from Figure 2(a). For a sampling rate of 2

samples/symbol, the required length of an adaptive filter to

capture the entire multipath is 607 taps.

The impact of the aforementioned channel estimation algo-

rithms on the performance of the CEB DFE is illustrated in

Figure 2(f). Specifically, we compute the SER (symbol error

rate) and the output SNR of the CEB DFE, defined as

SNRout = 10 log
E[|d(k)|2]

1
N

∑N
k=1

∣∣∣d(k)− d̂(k)
∣∣∣2 , (13)

for an increasing number of sensors. For these results, the

feedforward filter associated with each sensor has 13 taps

and all feedforward filters are jointly adapted via the RLS

algorithm. In addition, 1000 symbols are used for training.

Note that both NLMS and NSA fail regardless the number

of sensors. In contrast, IPMAPA gives good SER/SNRout
performance when one sensor is employed but its performance

drastically improves when two sensors are used. As more

sensors are employed, the IPMAPA receiver demonstrates

slightly better SNRout performance due to the limited spatial

diversity (signals are highly coherent among the sensors). In

addition, note that the SER slightly reduces when sensors 2,

12,19 are used as compared to senors 2,19. This is attributed to

the fact that strong impulses affect different sensors at different

times. Finally, Figure 2(f) shows the scatter plot at the output

of the CEB DFE when IPMAPA and four sensors (2,7,12,19)

are used.

IV. CONCLUSION

An improved CEB DFE receiver robust in impulsive noise

was proposed. The receiver was based on IPMAPA, a linear

complexity channel estimation algorithm which is robust under

impulsive noise and manages to exploit varying degrees of

channel sparseness. Three CEB DFE structures based on

IPMAPA, NLMS and NSA were compared. The superiority

of the IPMAPA was demonstrated in real data transmitted

at 9 kbps over a 1.2 km shallow water link contaminated by

snapping shrimp noise.
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Fig. 2. (a) Map of experimental link. (b) Goodness of fit of passband ambient noise series to SαS and Gaussian distribution. (c) Time series of received

baseband signal as seen by sensors 2 and 19. (d) Doppler vs. time for sensors 2 and 19. (e) Snapshots of the channel response. The x-axis shows multipath

delay, the y-axis shows absolute time and the z-axis shows the channel amplitude in linear scale. The snapshots are generated at the symbol rate. (f) SNRout

/ SER vs. number of sensors. (g) Scatter plot at the output of the equalizer.
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