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Cooperative Path Planning for Range-Only
Localization Using a Single Moving Beacon
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Abstract—Underwater navigation that relies solely on dead
reckoning (DR) suffers from unbounded position error growth.
A common approach for alleviating the problem is to have the
underwater vehicle surface occasionally for a Global Positioning
System (GPS) fix, at the risk of jeopardizing the vehicle’s safety
and consuming precious mission time. Other alternatives include
deploying a long-baseline (LBL) acoustic positioning system in
the mission area; this involves substantial deployment effort. The
idea of having active mobile beacons as navigational aids has
recently gained interest. We explore the use of a single-beacon
vehicle for range-only localization to support other autonomous
underwater vehicles (AUVs). Specifically, we focus on cooperative
path-planning algorithms for the beacon vehicle using dynamic
programming and Markov decision process formulations. These
formulations take into account and minimize the positioning
errors being accumulated by the supported AUV. This approach
avoids the use of LBL acoustic positioning systems as well as
allows the supported AUV to remain submerged for a longer
period of time with small position error. Simulation results and
field trials data demonstrate that the beacon vehicle is able to help
keep the position error of the supported AUV small via acoustic
range measurements.

Index Terms—Autonomous underwater vehicles (AUVs), dy-
namic programming, Markov decision processes, cross-entropy
method, positioning, navigation.

I. INTRODUCTION

NDERWATER navigation is a challenging problem and

has received considerable attention in recent years [1]. As
the Global Positioning System (GPS) signals are unavailable,
underwater, autonomous underwater vehicles (AUVs) rely on
the proprioceptive sensors such as compass, Doppler velocity
log (DVL), and Inertial Navigation System (INS) to estimate
their position. However, dead reckoning (DR) based on these
sensors suffers from an unbounded navigation error growth over
time. With inexpensive sensors, this error growth is rapid, while
expensive high-quality sensors result in slower (but still un-
bounded) error growth. Although this problem can be avoided
by having the AUV surface and obtain a GPS fix, precious mis-
sion time is wasted for making the round trip to the water sur-
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face. In addition, the act of surfacing poses safety concerns in
busy shipping channels, and may also be undesirable in mis-
sions where the AUV is required to be at a specific depth.

Besides using the AUV’s proprioceptive sensors, AUVs may
make use of fixed beacons for underwater navigation. For ex-
ample, an underwater long-baseline (LBL) acoustic positioning
system functions by measuring distance of the AUV with re-
spect to a framework of baseline beacons to estimate its posi-
tion. In order for this to work well, the LBL beacons have to
be deployed around the AUV’s mission area and retrieved upon
the completion of the mission. Other underwater acoustic posi-
tioning systems such as the ultrashort baseline (USBL) systems
offer simpler deployment at the cost of lower positioning accu-
racy. In the literature, Matos et al. [2] have developed a low-cost
LBL navigation system for the AUVs, while Rigby et al. [3]
combined data from a DVL and an USBL system to provide
superior 3-D position estimates to the AUV. Another recent so-
lution uses a GPS intelligent buoy (GIB) system which consists
of four surface buoys equipped with differential GPS (DGPS)
receivers and submerged hydrophones for tracking the posi-
tion of the submerged AUV [4]. Although these systems act as
good navigational aids for AUVs, they suffer from a few draw-
backs. First, deploying and retrieving these positioning systems
require considerable operational effort. Second, they are gen-
erally expensive and operate only within a few square kilome-
ters, making them inflexible and impractical for longer range
missions.

Recent advancements in the development of AUVs and
underwater communications have made intervehicle acoustic
ranging a viable option for underwater cooperative positioning
and localization. The idea of AUV cooperative positioning is
to have a vehicle with good quality positioning information
(beacon vehicle), to transmit its position and range informa-
tion acoustically to supported AUVs (survey AUVs) within
its communication range during navigation. Generally, the
beacon vehicle is equipped with high accuracy sensors that
are able to estimate its position with minimum errors. In some
cases, the beacon vehicle may operate at the surface and have
access to GPS for position estimation. The range information
between the vehicles can then be fused with the data obtained
from proprioceptive sensors in the survey AUVs to reduce the
positioning error during underwater navigation [5], [6].

The idea of cooperative positioning with a few vehicles that
know their position well and other AUV's with poor navigational
sensors is not new. The vehicles with accurate position estimates
are referred to by some authors as master vehicles [7], and by
others as communication and navigation aids (CNAs) [6], [8].
Although multiple-beacon vehicles can provide higher accuracy
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navigation, our research focuses on single-beacon cooperative
positioning due to its operational advantages and lower inter-
vehicle communication requirement. This approach has been
explored by several researchers [7]-[12], and their work in-
cludes observability analysis, algorithms for position determi-
nation based on range measurements, and some experimental re-
sults. Although all of these authors acknowledge that the relative
motion of the vehicles is key to having single-beacon range-only
navigation perform well, the problem of determining the op-
timal path of the beacon vehicle given the desired path of the
survey AUVs has received little attention. For example, the
work in [7] assumes a circular path for the beacon vehicle, while
Fallon et al. [8] use a zigzag path during experiments. To max-
imize the transect period of a survey AUV for cable or pipeline
surveyings, Hartsfiel [10] suggested that the leading beacon ve-
hicle would likely have to maneuver off course from its pre-
planned path to achieve sufficient relative change of motion to
fix the survey AUV ’s position. More recently, Webster ez al. [12]
also adopted a similar approach and maneuvered the beacon ve-
hicle above the survey site in a diamond shape while keeping
station at each apex to increase observability.

The rest of this paper is organized as follows. First, we
introduce the concept of multivehicle cooperative positioning
using acoustic ranging. This is followed by the cooperative
positioning problem formulation. We develop two different
cooperative path-planning algorithms for the beacon vehicle
which take into account and aim to minimize the localization
errors being accumulated by the supported survey AUV. We
evaluate the performance of the algorithms through simulation
and using field trial data to show that the path followed by
the beacon vehicle enables the survey AUV to get acoustic
ranging information and keep its position errors small over
time. Symbols used in the paper are listed in Table I.

II. COOPERATIVE POSITIONING THROUGH ACOUSTIC RANGING

Cooperative positioning missions typically consist of a
beacon vehicle that acts as a navigational aid for the survey
AUVs which are deployed for monitoring or surveying mis-
sions. By having a beacon vehicle supporting a team of survey
AUVs, we can avoid having to equip every single AUV with
expensive navigational sensors. This not only reduces the
space required to house all the electronics in the vehicles,
but also prolongs precious mission time due to lower power
consumption.

Cooperative AUVs need to communicate to cooperate.
Hence, they are usually fitted with underwater acoustic
modems that may also be used to measure range between two
vehicles using the travel time of the acoustic signals (Fig. 1).
The measurements are typically performed under the assump-
tion of known sound-speed profile. If time synchronization is
available, a one-way propagation delay can be measured and
used to compute the range between the AUVs. This is known
as one-way-travel-time (OWTT) ranging [12]. In the absence
of time synchronization, two-way-travel-time (TWTT) ranging
has to be used to compute the range. In either case, the position
of the beacon vehicle and the estimated range between the
vehicles are communicated to the survey AUVs periodically.
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TABLE I
SYMBOLS USED IN THE PAPER

Symbols  Description

T beacon transmission period

T total mission time

M total number of survey AUVs

x{ position of the survey AUV j at time ¢

I?Z range between beacon vehicle and survey
AUV j at time ¢

o? variance of range error

{ heading of the survey AUV at time ¢

6 direction of minimum error for survey AUV
7 at time t

e{ error along the direction 0{ at time ¢

é{ error tangential to the direction 9‘,{ at time ¢

a3 variance of the beacon vehicle’s error

x? position of the beacon vehicle at time ¢

B heading of the beacon vehicle at time ¢

sB navigational speed of the beacon vehicle

a constant of proportionality, position error
growth factor

(5{3 turning angle made by the beacon vehicle at
time ¢

(B

maximum turning rate of the beacon vehicle
minimum and maximum distance between the

max

Dmin,max

vehicles

n optimization criteria for the MDP formulation

[} stopping criteria for the MDP formulation

p quantile of beacon paths to be evaluated in
the MDP formulation

m smoothing parameter for the MDP formula-
tion

< tidal current estimation

l time step between prediction

X{ state vector of AUV j at time step [

Fi state transition matrix from time step [ to {+1

w41 control input

B control-input matrix

P, estimate error covariance

Wil process noise vector

Qi1 covariance of process noise wy

T(¢) rotation matrix by the rotation angle ¢

z{ 1 measurement of AUV j at time step [ + 1
h(x]) measurement function

Ci1 transformation matrix for the tidal current ¢

Survey AUV with sidescan sonar

Communication
~~_ &Ranging

Positioning AUV with DVL

Fig. 1. Two AUVs for cooperative positioning.

Although our focus in this paper is on the problem of a single-
beacon vehicle supporting a single-survey AUV, we provide
a general mathematical formulation where the beacon vehicle
may support multiple-survey AUVs. The approximate paths to
be followed by the survey AUVs are preplanned. The beacon
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Fig. 2. Illustration of error estimates by range measurements. The error el-
lipse of the survey AUV (larger blue ellipse next to survey AUV) was reduced
(yellow ellipse) by acoustic ranging with beacon vehicle. The error estimate of
the beacon vehicle is assumed constant (circle next to beacon vehicle).

vehicle’s path is planned in real time through a series of se-
quential decisions made by the onboard command and control
system, using information about the survey AUVs’ desired path
and reported positions during mission execution. The decisions
are made with an optimization criterion that minimizes the error
of the survey AUVSs’ positions, avoids collision between the ve-
hicles, and attempts to keep the vehicles within communication
range.

Fig. 2 shows that the position error estimate of the survey
AUV is reduced in the radial direction of the ranging circle cen-
tered at the beacon vehicle each time a range estimate becomes
available. The error in the tangential direction remains approx-
imately unchanged. The cooperative positioning algorithm for
the beacon vehicle uses the estimated error ellipse of the survey
AUV’s position to plan its own motion. If the beacon vehicle
can maneuver in such a way that the next range measurement
occurs along the direction of the major axis of the error ellipse,
the position error of the survey AUV can be minimized. This
is the key idea underlying the path planning for the beacon ve-
hicle. Thus, in order for the single-beacon range-only cooper-
ative positioning to perform best, the relative motion between
the beacon and the survey vehicles should vary as close to 90°
as possible for every consecutive range information transmis-
sion. We term this change in relative bearing between vehicles
as the change of relative aspect. This observation agrees with
the work in [13] which claims that “ranging from the same rel-
ative direction” is one of the factors that results in the reduction
of performance of their approach in AUV navigation using both
the acoustic ranging and the sidescan sonar.

III. PROBLEM FORMULATION

We assume that the clocks of the vehicles are synchronized
(e.g., using an oven-controlled crystal oscillator [14]), and,
therefore, the survey AUVs can estimate their range from
the beacon AUV using OWTT ranging. If synchronization is
unavailable, TWTT ranging may be used at the expense of a

larger number of communication packets. Since the beacon
vehicle makes a navigation decision per beacon transmission
period, we represent time using an index ¢+ € {0...T'}. The
elapsed time in seconds from the start of the mission to instant
t is simply #7.

Although the underwater environment is 3-D, it is common
that the depth of the beacon and survey vehicles is specified in a
mission and may not be altered by our path-planning algorithm.
Therefore, we represent the position of each vehicle using a 2-D
position vector and the direction of travel of each vehicle by a
yaw angle. Let x? be the position and ¢Z be the heading of
the beacon vehicle B at time . Let M be the number of survey
AUVs supported by the beacon vehicle. We index the survey
AUVsbyj € {1...M}.Letx{ represent the position of survey
AUV j at time £. At every time index ¢, we have estimates f?f’
of the 2-D range (easily estimated from the measured range by
taking into account the difference in depths between the vehi-
cles) between the beacon vehicle and each of the survey AUVs.
We model the error in range estimation as a zero-mean Gaussian
random variable with variance o2:

).

We further model the error in position estimation of the survey
AUVs as a 2-D zero-mean Gaussian random variable described
by three parameters: the direction § of minimum error, the error
¢l along direction @], and the error & in the tangential direc-
tion. Assuming the error in range measurement is much smaller
than prior error in survey AUVs’ position estimate, the poste-
rior error is minimum along the line joining the beacon and the

survey vehicle (see the Appendix)
041 =< <Xf+1 - X]t+1>
RN
(441)

where % is the variance of zero-mean Gaussian random vari-
able NV(0, 0%), describing the position error of the beacon ve-
hicle and « is the constant of proportionality (determined by the
accuracy of the velocity estimate of the survey AUV). The po-
sition error of the beacon vehicle is assumed to be isotropic and
constant throughout the mission (other error models can easily
be accommodated in the formulation). The error in ranging is in-
dependent of the error in position. When the distance between
the beacon vehicle and the survey AUV is much larger than the
positioning error of the survey AUV, the range measurement
gives almost no information in the tangential direction, and,
therefore, the position error grows in that direction. Assuming
that the survey AUVs use velocity estimates (e.g., using DVL
or thruster-induced speed) for DR, the position error variance
in the tangential direction will grow linearly with time (see the
Appendix)

SN2
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where v/ = 6/, — 6].
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The navigation decision made by the beacon vehicle at each
time step £ is 67, the turning angle during the time interval until
the next decision. If 2 __ is the maximum turning rate

max

max ‘-

67| < o827 (5)

If P is the speed of the beacon vehicle, then the heading and
position of the vehicle at time ¢ 4 1 is approximately given by

¢B, = ¢F + 67 (6)

) B
B B B [ €O8 ¢t+1

X =X, + 78 . . 7
t+1 t ( sin ¢, 7

To ensure that the beacon and survey vehicles do not collide but
are within communication range of each other, we require that

Dmin S v? (8)

7 B
Xt+1 - xt+1‘ S Dmax

We assume that the position of each survey AUV is known at
the start of the mission with an accuracy of ¢ in all directions

€ =& = €o )

96 = O (arbitrary choice). (10)
Given the desired paths {x] V¢} of the survey AUVs and the
initial position x5 and heading ¢5 of the beacon vehicle, we
wish to plan a path for the beacon vehicle such that we minimize
the sum-square estimated position error across all survey AUVs
for the entire mission duration. The path is fully determined by
the sequence of decisions {62} made during the mission

{67} = argmin 3 [(5)2 n (gﬂ .

(11)

IV. PATH PLANNING FOR THE BEACON VEHICLE

Although the zigzagging and encircling patterns proposed in
[7] and [8] managed to reduce the positioning errors of the sup-
ported AUVs to some extent, the beacon vehicle did not ex-
plicitly take into account the change of relative aspect. Similar
results were observed in [12] where the beacon vehicle maneu-
vered in a diamond-shaped pattern above the survey site to pro-
vide range measurements for the survey AUVs. Even though
these approaches reduce the problem of unbounded position
error growth due to DR, the position errors of the supported
survey AUVs may still grow with time if the range measure-
ments were obtained from similar relative bearings among the
vehicles.

In this section, we propose two-beacon-vehicle path-planning
algorithms that take into account the estimated positioning er-
rors accumulated by the supported survey AUVs. The formu-
lations not only keep track of the relative angles for position
error estimation, but also maintain the distance constraints in
(8). This, to the best of our knowledge, is the first attempt (other
than our previous work in [15]) in maneuvering the beacon ve-
hicle according to a well-defined optimization criterion with re-
spect to the supported survey AUVs.
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A. Method 1: Dynamic Programming Formulation

We rewrite the problem definition in the previous section as a
dynamic program [15]. The state S; of the system consists of the
positions and heading of the beacon vehicle and the estimated
position error of each survey AUV

Sy = {XtB?(/)tBa (Fi,?{,eg) Vj},

The decision space at time ¢ is represented by the set A(S;)
of turn angles 672 that the beacon vehicle can adopt subject to
constraints (5) and (8). Unlike typical dynamic programs, the
decision space is not discrete, but continuous, and therefore the
set A(S;) is an infinite set. When a decision a; € A(S;) is
made, the state change is given by the state transition function
Str1 = T(St, a¢) defined by (2), (3), (4), (6), and (7). The
decision incurs a cost C(S;, a;) equal to the sum-square position
error at time 7 + 1 across all survey AUVs

(S0, 1) = z [(%)Q + (egﬂﬂ |

We wish to find an optimal policy (representing a route for
the beacon vehicle, comprising a sequence of decisions {a: €
A(S:)Vt € {0...T — 1}}) that will minimize the total cost
over the mission duration

(12)

(13)

r-1
{a;} = argmin Z C(S, at).

=0

A dynamic programming problem naturally lends itself to
a recursive formulation based on Bellman’s principle of op-
timality [16]. Bellman’s equation introduces a value function
V:(S;) that represents the cost of applying an optimal policy

from a given state Sy until the end of the mission
r-1

C(Stf ) (Lt!)

(14)

Vi(S:) = min
(5] {a) =~
r-1
min | C(S;, a) + min C(Sy,ay
(Jin | O(St,a) {}; (Sp,an)

in [C(S Viii(S 15
ueﬂﬂg}/)[ (St,a) + Vig1(Sey1)] (15)

where S;y1 = T (S, a). The optimal decision at any point in
the mission is then simply given by

a; = argaerfii(g )[C(St, a) + Vig1(Seq1)]

(16)

1) Decision Space Approximation: Problems of the form de-
scribed above are typically solved using standard methods in
dynamic programming such as value iteration or policy itera-
tion [16]. Unfortunately, these methods cannot be applied to our
problem as our state space and decision space are continuous
(and the corresponding sets of states and decisions are each in-
finite). Therefore, we resort to approximate methods of solving
this problem.

The problem of a continuous decision space can be solved by
discretizing the decision space yielding a finite set of decisions
that can be made at each stage. The small dimensionality and
the constraints placed on the decisions allow us to approximate
the decision space by a set of discrete decisions distributed in
the space. The decision space is then approximated by the finite
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set A(St) consisting of A, the number of discrete turn angles
uniformly spaced in the range —¢2._ 7 to ¢2__7 and satisfying
constraint (8).

Implementation note: For some states S, the decision set
A(S) may be an empty set ((). This happens when all potential
decisions fail to satisfy constraint (8). To allow the algorithm
to recover from such states, if A(S;) = 0, we allow .A(S)
to contain a single decision that violates the constraint by the
least amount. This ensures that the algorithm can continue and
potentially recover to a state S’ where A(S") # 0.

2) Value Function Approximations: The approach of dis-
cretizing the space, unfortunately, cannot be used for the state
space. The state space has a high dimensionality, and some of
the dimensions represent a physically large geographical area.
Discretizing it to a reasonable approximation would require a
very large set of discrete states, leading to computationally un-
feasible solutions.

Even though we could evaluate V;(.5;) on a continuous state
space by using (15), the computational load of this approach is
O(A') and grows very rapidly with the length of the mission.
For modest length missions and small values of 4, the compu-
tational load is already prohibitively large. Therefore, we seek
an approximation f/t(St) to the value function V;(S;) to solve
our optimization problem. The approximation can then be used
to replace the value function in (16) to give

0, = arg aenjki(% )[O(St, a) + Vig1(Sie1)].

an

a) Greedy Strategy: A trivial approximation for the value
function is

Vi(5:) = 0. (18)

Since the value function represents the future costs to be in-
curred from the next state to the end of the mission, setting it
to zero is equivalent to ignoring these future costs and making
the current decision based purely on the cost incurred by the de-
cision. Hence, we call this a greedy strategy.

b) L-Level Look-Ahead Strategy: A better approximation
for the value function V;(.S; ) is given by evaluating only I terms
of the summation in (15)

t+L—1
Vi(S)) = min Y CO(Sp,av), LeZ*. (19)
(l.tl t/:t

For example, a 1-level look ahead computes the accumulative
cost incurred by the decisions made only for the current and
the next time steps. The value of L can be increased for better
value function approximation, with the cost of increased com-
putational complexity. Simulation studies [15] showed the best
performance-to-computation tradeoff is offered by setting A =
3 and 4-level look ahead. For brevity, we denote an L-level
look-ahead strategy as LA-L.

B. Method 2: Markov Decision Process Formulation

In this section, we present the formulation of the beacon
vehicle’s path-planning problem within the Markov decision
process (MDP) framework [17]. Generally, an MDP is defined
by four main components: the state and action sets, the state

transition probability matrix, and the reward/cost function.
From (1), I:Zf is the estimated distance between the beacon
vehicle and the survey AUV, d)? represents the beacon vehicle’s
current bearing at time ¢, and ¢} 1 is the survey AUV’s bearing
at time ¢ + 1, respectively; our state set is defined as a tuple:
2 = {8, R}, ¢P. ¢! ,}. Since we assume that €/, in (3) is
a constant, we need to minimize €, in (4) to obtain (11) for
every time step £. This means having v/ in (4) to be as close
as possible to 90°. Thus, the ability of beacon vehicle B to
achieve this with respect to survey AUV j will depend on its
knowledge of the components in the state space as well as the
actions that it can take. Both 2/ and #/ can be obtained from
the acoustic range measurements and communication between
the AUVs while ¢7 1 is usually preplanned before the mission.

The action a; is the turning angle from the beacon vehicle’s
current bearing (¢F), |a;| < ¢, 7. At every time ¢, after a;
is selected, the corresponding xﬁ_l can be calculated and the
accumulated sum-square error can be estimated through (3) and
(4). We model this accumulated error as the cost function C', and
we are interested in minimizing this cost over the entire mission
path, which is equivalent to solving (11). An MDP policy is the
state—action mapping that determines the probability distribu-
tion of action a+, when the process is in the state z; at time step ¢.
We discretize a; into NV, action states and z; into N, states, and
define a policy matrix P, = (p.,) with z € {1...N.} and
a € {1...N,}, such that for each state z, we choose action a
with probability p., . This requires that for all z rows in P, the
sum of each zth row is equal to 1. In the case of cooperative path
planning, this translates into the probability of choosing a par-
ticular turning angle from the beacon vehicle’s current bearing
(termed as desired heading in the rest of the paper) at time
t+1, given the beacon vehicle’s current bearing, survey AUV’s
next heading as well as distance and relative angle between the
AUVs. As a result, the cost minimization problem reduces to
determining the beacon vehicle’s path-planning policy.

1) Policy Learning Using the Cross-Entropy Method:

a) Cross-Entropy Method: We now briefly introduce the
cross-entropy (CE) method and its application in learning the
MDP policy. The CE method was initially introduced for esti-
mating the probability of rare events in complex stochastic net-
works [18]. Later, it was modified to solve the combinatorial op-
timization problem (COP). The main idea behind the CE method
in solving COP is the association of an estimation problem with
the optimization problem, which is called associated stochastic
problem (ASP). This ASP, once defined, can be tackled effi-
ciently by iterative estimation procedure shown in Algorithm 1.
In what follows, we present the simplified version of the CE
method and refer the interested readers to [18] and [19] for its
detailed development and formulation.

Suppose we wish to minimize some cost function C' on space
x, where x is the action space defined in the MDP shown in
Section IV-B. Let * denote the minimum of C on x, n € RT

7" = min C(x).

xXey

(20)

We define a collection of indicator functions { /¢ (x)<n} } on x
for various thresholds or levels 7. Let { f(-;P..), P., € V}
be a family of (discrete) probability density function (pdfs) on
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x, parameterized by a real-valued parameter P, . For a certain
p € V, we can associate with (20) the following estimation
problem:

Un) =Pu(C(x) <)
= Zf{c(x)gn}f(xsp) =B licx<ny 2D

where P, is the probability measure under which the random
vector x has pdf f(x,p). The association comes from the fact
that the probability P, (C(x) < n) will be very small (rare
event) when 7 is close to *. By the CE method, this rare event
can be estimated by iteratively generating and updating a se-
quence of tuple {(7,., $» )} such that it will converge to a small
region of the optimal tuple (n*, p*). Let ¢) be the stopping cri-
terion, then the tuple (#,,,,) can be updated iteratively by
Algorithm 1.

Algorithm 1: Iterative Estimation

-Letng=0andpg =1/ | x |,setn =10
repeat
-Setn =n+1
- Let 7, be the (1 — p)-quantile of C'(x) under p,, _;
- Generate a set of N random vector from f{x,p, 1),
denoted as x; fork € {1... N}
- Estimate 7,,, denoted as 7j,,, by assigning it as the
(1 — p)-quantile of C(x;) where
Cxg) € {C(x1) < --- < C(xn)}
- Estimate p,,, denoted as #,,, with fixed 7,, and p,, _1. The
estimation can be derived from [18] as

N
. 1 .
Pr = arg;nax N ; Iicx)<p,y In f (%, P.q0). (22)

until |7, — 71| < ¢

To sum up, the CE method generally consists of two impor-
tant phases.

1) Generate sample data x, according to a specified random
mechanism (pdf parameterized by the vector p). Score and
rank the resultant sample data according to the cost func-
tion C(x).

2) Select the nn and updating the parameters of the pdfs on the
basis of the data, to produce a “better” sample in the next
iteration.

b) Beacon Vehicle'’s Path-Planning Policy Learning: To
apply the CE method for learning the path-planning policy, we
must specify the two important phases stated before, which in
our case are: 1) how to generate the sample beacon path, and 2)
how to update the policy matrix at each iteration.

Since we have formulated the path-planning problem within
the MDP framework, for a given survey AUV’s path with
arbitrary path length of f1,4 steps, we can generate a set of
beacon paths with the same path length via the Markov process
with the policy matrix P.,. Let N be the total number of
paths generated in the set, then each beacon vehicle’s path
Xk, k € {0...N}, consists of a sequence of state—action
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pairs X, = (zo, 4, . ... 2t as, . )- The cost of each resultant
beacon vehicle’s path can be estimated through (3) and (4), as
shown in Section III.

Let C(x;,) represent the total cost of path x;, generated for
policy learning at every iteration, then we sort the paths’ cost in
increasing order and evaluate the (1 — p)-quantile 7. Once the
71 is selected, the policy matrix can be updated by solving (22)
to obtain the formula (see [18] and [19])

N
_ Zk:l I{C(Xk:)én}I{Xk:€xza}
= -
Y= o< Iixiex.y

Pra (23)

where C(x;,) < 1 means that the total cost of path x; is less
than the selection score, the event {xy, € .} means that the tra-
jectory X, contains a visit to state z, while the event {x; € X}
means that the trajectory corresponding to path x; contains a
visit to state z, in which action a was taken. The learning process
is repeated until  converges within the stopping criterion. De-
tailed steps are shown in Algorithm 2.

Algorithm 2: Policy Learning Through Iterative Estimation

Require: P, uniformly initialized with (1/ | N, |)
-Letny =0,setn =0
repeat
-Setn=n+1
for all 2 in P, do
- Generate a random surveying path with the first path
segment satisfies z° and path length of 71 o steps.
repeat
- Start from the initial state zo = z“, seti = 0.
- Generate an action a; according to the z;th row of
P.., calculate the cost C; = ¢(z;, a;), and generate
anew state z;41. Seté =1 4 1. Repeat till 2 = 115
- Output the total cost (C(xy)) of the trajectory
(20,00, - -« s 2ty 0 Bty 4 )-
until N trajectories
- Sort the NV scores in descending order, and take 7,, as
the (1 — p)-percentile of the score set.
- Update the parameter matrix P, according to (23).
end for
until |7, — 7,—1] < ¥

Instead of updating the policy matrix P, directly with (23),
we apply a simple smoothing filter

ﬁzaﬂz = ,U/];za,,n + (1 - /J/)ﬁzau,nfl (24)

where D, 5, 1s the solution of (23) and p is the smoothing pa-
rameter with 0.7 < g < 1. The filter serves two purposes: i)
smoothing the policy matrix update, and ii) preventing p., »
from becoming zero especially during the initial stage of the
learning process. This is crucial as to prevent the learning al-
gorithm from finding a local minimum and converging to an
incorrect solution.

2) Application to Cooperative Path Planning: Once the
policy learning is completed, the path planning for the beacon
vehicle supporting a single-survey AUV reduces to a policy
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matrix lookup. At every planning step, the beacon vehicle
determines its current state and decides on its next heading
using the corresponding action row’s probability distribution.
This process is repeated until the survey AUV’s mission is
completed.

C. Comparison of the Computational Load

I’ is the length of the mission and A is the size of decision
space. The computational load for the DP method in gener-
ating an optimal route using the greedy strategy to support a
single-survey AUV is O(T"4) and only increases linearly with
the length of the mission. However, its computational load in-
creases exponentially to O(T'AL*+1) if L-level of look-ahead
strategy is employed, which can be significantly higher than
that of the greedy strategy (equivalent to O-level look-ahead
strategy).

On the other hand, the computational load incurred by the
MDP method is only O(T"). Although the computational load
is significantly lower than the DP method, the process of the
decision making in the MDP method is heuristic, and generates
suboptimal routes. Furthermore, the policy learning step can be
time consuming even though it can be performed offline.

We performed a bench test using the STARFISH [20] AUV’s
single-board computer [LIPPERT Cool LiteRunner-ECO,
1.6-GHz central processing unit (CPU) clock speed, 1-GB
DDR2 RAM] to determine the amount of time taken by both
methods in producing comparable results. The DP method with
L = 4and A = 8 took about 480 ms to compute the first
desired heading, while the MDP method trained with the same
size of decision space took about 600 ns for each of its policy
lookups.

V. POSITION ESTIMATION OF THE SURVEY AUV

The model in Section III is used by the beacon vehicle to
keep track of the position errors accumulated by the supported
survey AUVs. For position estimation, the survey AUVs must
take into account the range measurements from the beacon ve-
hicle as well as the information from its navigational sensors.
In this section, we formulate a state—space-based position es-
timation for the survey AUV using the extended Kalman filter
(EKF) [21]. The formulation also estimates the ocean current,
which can be utilized by the onboard control system for naviga-
tion.

A. Dynamic System Model

Let the time step between each state prediction be /. The
elapsed time between steps / + 1 and / is Al. This is usually
equal to or less than the range update interval 7. The state vector
of the survey AUV j at time [ is X] = [$e, Sns Ve, Un, Ce, ]}
where the AUV’s 2-D position x] = [s., s,,], , AUV’s velocity
[Ve, Un];,T, and tidal current’s velocity [c., c,,L]lT are expressed in
east and north directions in the navigation frame. Let x be the
estimate of the state vector. The state estimate X, |; denotes
the prediction of the state vector from time { to [ 4+ 1 before any
measurement update. It is expressed as

le+1|l = Fl+15({“ +Biwg 25)

where w1 = [ue., u,,,]lTJrl is the control input that determines
the AUV’s motion. The control input (derived from commanded
heading and thrust) is the commanded velocity at which AUV
should move in the east and north directions for the next step,
given the current position and heading estimates, and the pre-
planned path. The state transition matrix is

1 0 Al 0 Al 0
0 1 0 Al 0 Al
6 0 0 0 0 O
Fier=tlo9 0 0 0 o0 o (26)
oo 0 0 1 0
oo 0 0 0 1
and the control-input matrix is
0 0
0 0
1 0
Bii=1,y | (27)
0 0
0 0
Correspondingly, the predicted estimate covariance is
Py =FaPiFly + Qi (28)

where Py, is the error covariance of the state estimate X; 1 |
and Q1 is the covariance of the zero-mean independently dis-
tributed process noise w;. 1 in the state propagation

Xle1 = Fipix] + Browg + wiyg (29)
The off-diagonal elements of QQ are zero, and the diagonal ele-
ments are defined by o2,

B. Measurement Model

There are three possible measurements that can be obtained
onboard the survey AUV. When equipped with the DVL, the
velocity measured is the surge and sway speed in the AUV’s
body frame [v},, v5] | . In the horizontal plane, the compass mea-
sures the heading as ¢ (to be positive clockwise from north).
During the mission, the acoustic range measurement £ is mea-
sured from a beacon with position xZ = [b,, b,].

The body-frame velocity measured by the DVL can be ex-
pressed as the multiplication between the velocity in navigation
frame and a rotational matrix Y (¢)

ve | Ve + Ce
|:Vh:| _T(¢) |:7)'n+c'n:|
_ [(ve +co)cosg — (v, +¢,)sing

(Ve + ce)cos e+ (v, +¢,)sing |- (30)

This can be easily extended to 3-D space by measuring the 6
degrees of freedom if desired.
When all the measurements are available, the observation ma-
trix for the survey AUV j is
Vh
Zi, = l;:

R +1

=h(xiy) +vim G1)



378

where the measurement noise v is assumed to be independent
Gaussian ~N (0, V). The diagonal elements of the covariance
matrix V are 2. The measurement function is then

(Ve + ce)cosp + (Ve + ¢o)sinp

; Ve + Ce)cOs 0 — (Ve + ¢ ) sin
W) = | (oo eredsie g

7 — %P I+1
where we define ¢ = arctan(v./v,) and the distance between

the survey AUV 7 and the beacon vehicle

”Xj - XB” = \/(ge —be)? + (8n — bn)?.

Once the prediction and measurement models are formu-
lated, the EKF’s update step follows the standard procedures,
as shown in [21].

VI. RESULTS AND DISCUSSION

We implemented the cooperative path-planning algorithms
and evaluated their performance in a simulated environment.
Various simulation studies were conducted to investigate the
localization performance of the survey AUV supported by a
single-beacon vehicle. For comparison purposes, the simula-
tions were conducted with four different types of ranging aids,
each transmitted from a single beacon. The ranging aids used
were: single fixed beacon, circularly moving beacon, and coop-
erative beacon (beacon vehicle) where its paths were planned
using the DP method and the MDP method, respectively. The
fixed beacon remains stationary throughout the mission, while
the circularly moving beacon maneuvers in a circular pattern
around the center of the survey site. Finally, we also conducted
a simulation where the survey AUV relied solely on DR for
navigation to further illustrate the rate of position error growth
without range measurement.

This section consists of two parts. In the first part, the AUV’s
dynamic model, sensor measurements, tidal conditions, and ve-
hicle control are all simulated to emulate the real conditions.
We evaluate the performance of a single-beacon vehicle in sup-
porting a single-survey AUV. In the second part, the sensor
data from a survey AUV during a field experiment are used in
conjunction with simulated ranging data to estimate the perfor-
mance of the proposed algorithms. The GPS measurements of
the survey AUV were used as the ground truth to show the ad-
vantages of having a cooperative beacon vehicle.

A. Simulation

1) Simulation Setup: The acoustic range updates are as-
sumed to occur at a fixed interval 7 = 10 s for the first part of
the simulation study. However, the updates may be sporadic
in reality due to the communication packet loss, and this may
affect the computation of the position estimate and the error es-
timate of the survey AUV. From the measured acoustic ranging
statistics during the field trial, the range updates occur between
5 and 20 s with some exceptions due to packet loss. In the
second part of the simulation study, we simulate range updates
received by the survey AUV to occur at any time uniformly
distributed between 5 and 20 s, with a packet loss probability of
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TABLE 11
PARAMETER FOR POLICY LEARNING

Parameter ~ Value

tra 20

o 1 m

8., 0.07 rad/s

€0 1 m

« 0.1 m%/s

N 200

P 0.1

o 0.9

P 0.1
TABLE III

STATE—SPACE AND ACTION—SPACE DISCRETIZATION

State Space, IV, Number of States

Beacon vehicle’s current bearing 36
Surveying AUV’s next bearing 36
Relatives angle between AUVs 36
Distance between AUVs 3
Total : 139968

Action Space, Ng Number of Action States
Beacon vehicle’s desired turning angle 8

0.46, to match the statistics collected from a recent field trial.
The difference in terms of the range update frequency allows
us to investigate the robustness of the resultant path-planning
algorithms in handling the uncertainty associated with the
acoustic communication.

In total, 100 runs were conducted for each simulation sce-
nario. Throughout the simulation studies, we assume that the
survey AUV is not equipped with a DVL. The only available
measurements for position estimation are the compass and the
acoustic ranges. We observed that performance of the survey
AUV’s localization is affected both favorably and unfavor-
ably depending on the starting position of the beacon vehicle
(Section VI-A4b). Thus, the fixed beacon and starting position
of the circularly moving beacon are positioned randomly for
each run to average out the effect. Four levels of look-ahead
(LA-4) strategy and three discrete turn angles (4 = 3) were
used for the DP method, while the policy table trained with
the CE method was used in the MDP method. Detailed policy
training setup for the MDP method is shown in Section VI-A2.

2) Policy Learning Setup for the MDP Method: The learning
algorithm shown in Section II was used with the setup shown in
Table II.

In this approach, we do not need to discretize our map into
a grid map since we are only concerned with the relative angle
between the vehicles. However, we do discretize the angle be-
tween the vehicles and the vehicles’ bearing into 36 states, each
representing an angle section of 10° spanning from 0° to 360°.
The vehicles are allowed to navigate between 100 and 1000 m
from each other, and the distance is discretized into three states
with first two zones having 300 m each, while the last zone spans
400 m. Any distance shorter than 100 m or longer than 1000 m
will be given a heavy penalty that will contribute to the accu-
mulated error. This is necessary to prevent the vehicles from
colliding if they are too close to each other, while keeping the
vehicles within the communication range (which in our case is
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Fig. 3. Beacon vehicle’s paths planned by (a) DP and (b) MDP methods in supporting the survey AUV moving in a straight line.

assumed to be 1000 m). The maximum turning angle achiev-
able by the vehicle is 40° per beacon transmission period (as-
suming 7 = 10 s) and is discretized into eight action states.
The number of beacon vehicle’s paths N generated during the
policy learning was determined through experimentation. The
policy learning may fail to converge if the value of IV is set too
low while setting it too high will significantly slow down the
learning process. The state space and the action space formu-
lated for the policy learning are summarized in Table III.

3) Survey AUV's State Estimation: The state propagation of
the survey AUV is simulated as

Xi+1 = Frox] + Biiwg + Gy + wi (33)
The difference between this propagation model from that of (29)
is the propagation matrix F/ and the tidal current . The propa-
gation F” is the same as F shown in (29), except that the last two
diagonal elements in F’ are 0. This is to simulate the ocean cur-
rent [ce, cn]T as a combination of the tidal current and the non-
tidal current. The tidal current ¢ is assumed constant throughout
the mission and is randomly selected between 0.1 and 0.2 m/s,
while the nontidal current is simulated as the process noise w.
The transformation matrix for the tidal current is

Ci1 = (34)

o= o o oo
e

At the beginning of the simulation, the ocean current velocity
in the state vector is assumed to be zero as we do not have an
estimate of the ocean current. The EKF updates from acoustic
ranging will help estimate the actual ocean current. In practice,
if a tidal current estimate is available from tidal forecasts, then
it should be used to seed the state vector.

TABLE 1V
PARAMETERS OF PATH PLANNING USING THE MDP AND DP METHODS
Parameters value
B
max 0.07 rad/s
o 02 m
[Dmim Dmax] [1007 1000} m
a 0.1 m?/s
€0 l m

Let the thrusting speed of the beacon vehicle and the survey
AUV j be sp and sfg, both at 1.5 m/s. The process noise for
the AUV’s position (in meters) and velocity and ocean cur-
rent velocity (both in meters per second) has standard devia-
tion o, = [0.1,0.1,0.1,0.1,0.005,0.005] " . The measurement
noise v has a standard deviation &, = [0.01, ] where 0.01 is
for the heading measurement in degrees and o is for the ranging
accuracy defined in Table IV.

A simple control model is simulated for the navigation of the
survey AUVs to follow the preplanned mission path. Based on
the estimated position #; and heading (/3;, at time /, the survey
AUV calculates its next thrusting velocity u; ;1 to navigate
through its preplanned path. The navigation is subject to AUV’s
dynamic constraints such as the maximum turning rate and
speed.

4) Beacon Vehicle Supporting Single-Survey AUV:

a) Survey AUV With Straight Path: In the first simulation
scenario, a survey AUV was given a simple straight path (blue
solid line), as shown in Fig. 3. The survey AUV paths are pre-
planned and are shared with the beacon vehicle. Starting from
the same initial position, the beacon vehicle plans its path using
the DP method [Fig. 3(a)] and the MDP method [Fig. 3(b)]. The
objective of the simple simulation is to provide better intuition
behind both DP and MDP methods in cooperative positioning
algorithms. The simulation results show that, given a straight
survey path, the beacon vehicle maneuvers back and forth across
the survey AUV’s track to maximize the change of relative as-
pect when the acoustic range information is exchanged. Also,
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Fig. 4. Beacon vehicle path planned by the (a) DP and (b) MDP methods supporting single-survey AUVs moving in a lawn-mowing pattern.
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acoustic range updates provided by the beacon vehicle using the DP method.

the resultant paths maneuver the beacon vehicle in the direc-
tion of the survey AUV to keep them within the communication
range.

b) Survey AUV With Lawn-Mowing Path: In the second
simulation scenario, a survey AUV was given a lawn-mower
mission surveying an area of 500 x 700 m?. Fig. 4 shows the
resultant paths of the beacon vehicle supporting a single-survey
AUV using the DP and MDP methods. To further illustrate the
process of cooperative path planning, we provide a zoomed-in
capture of the first four steps planned by the DP method
[Fig. 4(a)] together with the corresponding position error
ellipses estimated by the supported survey AUV in Fig. 5.

Although both paths generated by the algorithms are dif-
ferent, they generally maneuver the beacon vehicle around the
survey site to maximize the change of relative aspects while
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Fig. 6. Positioning error accumulated by the survey AUV supported by dif-
ferent types of beacons.

maintaining the intervehicle distance constraints. Fig. 6 shows
the root-mean-square (RMS) positioning errors of the survey
AUV compared with its actual position over 100 simulated
runs. Without ranging, the positioning error of the survey AUV
using the DR grows sharply and unbounded. This is mainly
due to the drift caused by the simulated tidal current. However,
with the help of ranging, the positioning error growth can be
reduced and the ocean current estimation can be improved.

It should be noted that the positioning error estimated by
the EKF with a fixed beacon also grows unbounded, but at a
rate slower than DR. As the survey AUV moves farther away
from the fixed beacon, the achievable change of relative as-
pect between the two vehicles decreases. Although the posi-
tioning error in the direction between the beacon and the survey
vehicles is bounded by the range updates, the tangential po-
sition error grows. The total positioning error, therefore, in-
creases with time. On the other hand, the positioning error esti-
mated by the EKF with circularly moving beacon shows slightly
better performance. We observe that the performance of each
run varies significantly with the initial position of the beacon
vehicle. This is further illustrated later in this section.
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The positioning error of the survey AUV is lower (as com-
pared to the case of fixed and circularly moving beacons) when
the DP method or the MDP method is used (Fig. 6). The oscil-
lating pattern of the positioning errors calculated by the EKF
DP and the EKF MDP are due to the lawn-mower pattern of the
survey AUV. Whenever the survey AUV is moving in a straight
line, it is more difficult for the beacon vehicle to achieve max-
imum change of relative aspect (£90°) at every range update,
and, hence, the positioning error grows slowly. Although the DP
method performs slight better than the MDP method, the latter
method requires much lower computational power as the deci-
sion making of the beacon vehicle is just a policy matrix lookup,
while the computationally intensive policy matrix generation is
an offline onetime task.

One important observation is that performance of both DP
and MDP methods is fairly independent of the starting positing
of the beacon vehicle, provided that it is within the communi-
cation range of the survey AUV. The same is not true for the
case of the fixed and circularly moving beacons. We observed
that their performance relies heavily on the initial location of
the beacon, even though it is not clearly seen in Fig. 6. To illus-
trate this, we performed the same cooperative mission shown
in Fig. 4 with both fixed and circularly moving beacons started
at the initial location ([0, —10]) for all the 100 runs. The results
(in Fig. 7) clearly show that the positioning error using the fixed
beacon grows rapidly over time, while the positioning error with
the circularly moving beacon fluctuates. Since the exchange of
the acoustic ranging is solely periodic without considering the
survey AUV’s position error accumulation, the performance of
the fixed and circularly moving beacons improves when the pe-
riodic ranging occurs in the direction of a maximum error and
drops otherwise.

B. Performance Estimation With Field Data

Next, we present performance estimates based on the survey
AUV’s data obtained during field experiments with a simulated
beacon vehicle and range measurements. The field experiment

Map of Singapore
o

a

Starfish AUV.

Fig. 8. Top: Field trial near the Serangoon Island, Singapore. Bottom: The
STARFISH AUV [20].

provided us with valuable navigational data collected from the
survey AUV’s proprioceptive sensors that could not otherwise
be reproduced in the simulation environment. In addition, the
environmental uncertainties due to tidal current also allowed us
to test the robustness of the algorithms in handling unexpected
natural events.

1) Experimental Setup: OnJuly 9,2011, a field trial was con-
ducted near Serangoon Island, Singapore, using the STARFISH
AUV (Fig. 8). The STARFISH AUV [20] was deployed to per-
form a simple surface surveying mission with GPS position es-
timates as ground truth. The navigational data were collected
and used as the preplanned path for the simulated beacon ve-
hicle. During the simulation, the position of the survey AUV
was estimated (assuming no GPS) using only compass mea-
surements and simulated acoustic range updates. Only the first
few GPS updates were used to initialize the position of the
survey AUV. Simulated acoustic range updates, as described
in Section VI-A1, were used; these were available only when a
GPS fix was available, as it was required as ground truth.

2) Experimental Results and Discussion: Fig. 9(a) shows the
real path of the survey AUV and the resultant beacon paths gen-
erated with different beacon types, while Fig. 9(b) shows the ac-
cumulated positioning errors of the supported survey AUV.

Throughout the mission, in total, 77 simulated acoustic
range updates were received by the survey AUV (simulated
with packet lost probability of 0.46). It can be seen that the
DR method without range measurement produces the worst
position estimation for the survey AUV. Since the GPS updates
were only available at the beginning, the position estimation
using the DR method started to drift uncontrollably throughout
the rest of the mission. However, the error growth rate is
different at different mission legs depending on the prevalent
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Fig. 10. Real path of the survey AUV during the field trial on the July 9, 2011, and the estimates of the ocean current in the AUV’s body frame. The AUV
encountered a strong ocean current stream from 1000th second onwards. (a) Survey AUV’s executed path with time stamps of every 200 s. (b) Ocean current

estimated in the AUV’s body frame.

tidal current. The tidal current during the mission varied sig-
nificantly in different mission legs. Fig. 10(a) shows the real
trajectory of the survey AUV with time noted at every 200
s. The survey AUV was commanded to thrust at a constant
level of 70% throughout the whole mission, which gives about
1.5-m/s relative speed with respect to the water. Since the
observed displacement is not 300 m for every 200 s, it is clear
that there was some tidal current slowing down or speeding
up the AUV along its heading direction, in addition to the
local nontidal current variations along the channel, as reported
in [22] and estimated in Fig. 10(b): in the first leg (200—-400
s), there was a mild current stream (about 0.5 kn) against the
AUV’s direction; in the second leg (600—800 s), the effect of
ocean current was along the AUV’s heading direction, thus
it increased its effective speed; in the last leg (1000—1600 s),
there was a strong current stream (up to 2 kn) slowing down

the AUV and caused it to move only about 100 m for every
200-s interval.

In Fig. 9(b), the fixed and circularly moving beacons per-
form poorly in correcting the positioning error of the supported
survey AUV since the changes of relative aspect between the ve-
hicles were small during the acoustic range updates. This causes
the tidal current estimation in the state vector to become worse.
The poor tidal current estimation, in turn, results in poor es-
timation of future positions. This feedback cycle escalates the
growth of positioning error in the survey AUV. However, when
the ocean current is almost zero and the survey AUV is moving
in favor of the fixed beacon’s location (600—800 s), the posi-
tioning error can be significantly reduced by its range updates.
This observation further supports the claim that the location of
the fixed beacon is one of the important factors that determines
the performance of the beacon.
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TABLE V
POSITIONING ERRORS INCURRED BY VARIOUS METHODS

[ Methods | DR [ Fixed beacon | Circular Moving Beacon | DP | MDP |
Max Errors (m) 553.6 241.0 521.7 79.8 | 104.0
% o.d.t” 35.57 15.49 33.52 5.13 | 6.69
Average Errors (m) | 343.7 54.7 233.4 19.1 | 26.5
% o.d.t” 22.09 3.51 15.00 1.23 | 1.71
* over the distance traveled of ~ 1.5 km
Both DP and MDP methods keep the positioning error of the APPENDIX

survey AUV fairly small throughout the mission, even though
they were under the effect of varying tidal currents. This demon-
strates the robustness of both DP and MDP methods in handling
the environmental uncertainties. For the entire survey path of
around 1.5 km, the survey AUV position error with both fixed
and circularly moving beacons reaches a maximum of around
16% and 34%, while the DP and MDP methods yielded a max-
imum error well below 7%. The average errors accumulated
over the entire mission were around 3.5% and 15% for both
fixed and circularly moving beacons, and 1.2% and 1.7% for the
DP and MDP methods. Detailed position error estimates using
various methods are shown in Table V.

VII. CONCLUSION AND FUTURE WORK

We proposed two different algorithms of cooperative path
planning for a beacon vehicle that utilizes acoustic range mea-
surements to support one or more survey AUVs in minimizing
their accumulated positioning error during underwater naviga-
tion. The algorithms plan the beacon vehicle’s path around the
survey AUVs such that when range information is exchanged,
the position errors of the supported survey AUVs can be kept
small. Simulation studies were conducted to compare the per-
formance of the algorithms with two simpler methods where
the beacon is fixed to a location or moving in a circular motion
around the mission area. The positioning error due to DR was
used as a benchmark.

The simulation results showed that the proposed algorithms
kept the positioning errors of the supported survey AUVs small
throughout the mission runs. The algorithms were shown to be
robust in handling varying range update rate as well as environ-
mental uncertainties. While the performance of the DP method
was slightly better than the MDP method, the latter algorithm
required much lower computational power during runtime. Al-
though the fixed and circularly moving beacons were able to cor-
rect the positioning errors of the survey AUVs to a lesser extent
than the DP and MDP algorithms, their performance was highly
dependent on the initial location of the beacon. We conclude that
cooperative path planning using a single moving beacon has the
potential for minimizing the positioning errors of the supported
survey AUVs.

Future research in cooperative path planning will focus on on-
line learning of the planning policy to support single- as well as
multiple-survey AUVs. The methods and results reported herein
will serve as a benchmark for our future investigation on the co-
operative positioning missions among a team of AUVs.

ERROR ESTIMATE COVARIANCE DUE TO RANGE UPDATES

Let the state vector x represent the vehicle’s position in 2-D
space, that is, x; = [z, 9], . Attime [ + 1, the beacon vehicle’s
position is X7, = [z7,57]/,|. Let 841 be the angle formed
by the line joining the beacon vehicle and survey AUV ;41 =
/(x| —X41), then the observation matrix with respect to the
true position is

Hp ) =[cosfBip1 sinfBiga] (3%

Assuming that the position error of the survey AUV can be
described as an error ellipse, the error estimate covariance P;
can be written as

Y,PY] =P,

2 2
L[% %}TT: [“ ”“5’} (36)
€ Ory Oy |,
where rotation matrix Y; is formed by the angle of the minor
axis 6, counterclockwise from the z-axis. 07, = ¢ and 0, =
& denote the length of the minor and major axis at time step /
after propagation.

Let the measurement error be ~N (0, o2), which includes the
ranging error ~N (0, 02) and the position error of the beacon
vehicle ~N(0,0%). We have 02 = 0% + ¢%. The innovation
covariance is then derived as

Siy1 = Hl+1PleT+1 +0?
=H X, PIY H | + 02

=l cos® (B — 0) + e sin?(Ba1 — 6) + o2 (37)
The Kalman gain is
K =PH S (38)
and the error estimate covariance is updated as
P =P -K 1 H P, 39)

Py isa2 x 2 symmetric matrix with the components in the
upper triangle as

P117],+1Sl+1 = E%E? Si112 [3]/4',1 + (FIZ COS2 6’[ + E% Si112 9]) (Tg
1 1
2.2 . 22y 2. 02
Pi2418101 = —5ad sin(20;41) + 5 (¢f — &) o2 sin”(26))

2.2 2 202 9 92 2
Py 14118111 = €€ cos” 1 + (el sin” f; + € cos F)l) oc.

(40)
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The angle of the minor axis by P;y; is #;41. Thus

£

(20,41) *6%612 sin(206;41) + sin(26;) (612 _ E[2) ‘73
an — |
2} L1 —e7e7 cos(20141) + cos(20;) (¢ — &) o2

(41)

With the assumption that 02 < €7 < &7, we have (02 /e?€?) —

0

lim  tan(20;41) = tan(2/341)

—0

=2
[

l_2i1n O141 = Bt (42)

- —0
Elzgtz

With v; = 6141 — 6;, the minor and major axes of the error
ellipse formed by P;; are

19i1n 0;271+1 = az
»),;») —0
EZ‘EZ‘
222
€€
lim o, = L1 . 43
0 st €7 cos2y; + & sin’ y 43)
T
For a Kalman filter with an identity propagation matrix F’
T
Py =FP F +Q
=P +Q (44)

where @ = diag(g, ¢), which includes the error growth g = «r.
The updated error estimate covariance forms an ellipse with the
following.

The direction of the minor axis (minimum error) 841 is
along the line joining the beacon and the survey AUV.
The error in the minor axis has 6%+1 =o?+ 0% +ar.
The error in the major axis has

22
€16

2
2 = ) tor
T 2cos? gy + 2sin’
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