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Abstract—In warm shallow waters, one can consistently hear
the crackling sound due to snapping shrimp. An individual sound
or “snap” is highly impulsive. Knowing the source locations of
these snaps facilitates the development of some unique passive
sensing applications. One common approach in localizing these
snaps is to calculate the time difference of arrival (TDoA) of snaps
across sensors of an array. For a snap originating from a short
distance away, in terms of a few multiples of the array aperture size,
the signal from the snap forms a curved wavefront, such that both
the direction of arrival (DoA) and the range of the snap can be
obtained by studying the TDoA of the wavefront. However, this
method is infeasible for long-range 3-D localization due to the
need for large-aperture 3-D arrays. Smaller aperture arrays allow
estimation of DoA for far-field sounds, but not the range. Since
the ocean surface acts like an acoustic mirror that reflects the
snaps, we can estimate the range of the snaps by measuring the
TDoA between the direct arrivals and their surface reflections,
even if the snaps occur in the far-field of the array. Given a set of
perfectly associated direct and surface-reflected snaps, we derive
a range estimator parameterized by nominal receiver depth and
receiver orientation. In practice, we know these parameters only
approximately. The problem is further complicated by the fact that
snaps are acoustically similar to each other, and so associating a
snap with its surface reflection can be difficult. We propose an
algorithm that solves the problem of estimation of snap locations,
snap associations, and receiver parameters, jointly. We verify the
method through numerical simulation and through experimental
results.

Index Terms—Association and estimation, geometric model,
localization, optimization, snapping shrimp.

1. INTRODUCTION

NAPPING shrimp, also known as pistol shrimp, belong
to the Alpheidae family of crustaceans. Snapping shrimp
thrive in shallow waters less than 60m in depth, and in
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water temperatures warmer than 11° [1]. These creatures form
colonies in debris, coral, and man-made underwater structures.
They create episodic transient impulsive signals, known as
snaps, via the collapse of cavitation bubbles generated by rapid
closure of their claws [2]. Millions of snaps are heard as a persis-
tent background crackle, and can be a nuisance to sonar and un-
derwater acoustic communication systems [3]—[5]. On the other
hand, there is evidence that snapping shrimp noise can provide
natural insonification for passive sensing. Snaps reflected by an
otherwise silent underwater object can be used to image that
object [6]. Even passive ranging of silent submerged objects is
feasible given the rough location of the shrimp [7]. Coral reefs
are home to a multitude of living creatures some of which are
extremely noisy like the snapping shrimp. Studies have sug-
gested that by observing the spatial and temporal distribution
of the sounds of the reef, we can obtain ecological informa-
tion of coral reefs using either single sensor [8], [9] or array
of sensors [10], [11]. Images revealing the form of submerged
structures can be obtained based on the noise generated by the
shrimp inhabiting these structures [12], [13]. A snap reflected
off the seabed contains information about the sediment. Listen-
ing to a large number of snaps therefore allows us to estimate
seabed sediment properties [14]. All of these applications rely
on the ability to accurately estimate the location of individual
snaps.

The location of a snap is defined by its direction of arrival
(DoA) and range. Consider a passive receiver in the form of
an array of sensors. The wavefront curvature method is widely
adopted to estimate the location of snaps by measuring the
time difference of arrival (TDoA) of snaps across sensors. A
three-sensor uniform linear array with interelement spacing of
9.7m was deployed in Sydney Harbour [12]. This experiment
demonstrates the reliability of passive localization of snapping
shrimp noise by showing that the predicted spatial distribution
of snapping shrimp agrees with the physical structure of the
wharf. A bilinear array of 6-m diameter was able to localize
biological sources, including snapping shrimp, on or inside the
reef structure [11]. The primary limitation of the wavefront
curvature method is that the sources have to be in the near-field
of the receiver which restricts the range of the sources to within
approximately 10x the aperture size of the receiver. Although
large-aperture receivers have been used to locate shrimp over
small ranges, deploying an extremely large 2-D receiver is not
practical in shallow waters. This limits the ability to locate
shrimp in three dimensions.
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Small-aperture arrays can only estimate the DoA but not
the range of the snaps in the far-field. Since the ocean sur-
face acts like an acoustic mirror, we can estimate the range of
the snaps by measuring the TDoA between the direct arrival and
surface-reflected snaps. This idea is based on creating a 2-D ge-
ometric model of the associated multipath arrivals of the snaps,
and has been experimentally demonstrated previously [13].
However, the model relies on two key assumptions: the wa-
ter surface must be completely flat, and the orientation of the
receiver must be accurately known with respect to the water
surface. Some of the arrivals may not completely fit into this
simple geometric model. Other passive localization attempts
have also been proposed. For instance, colonies of shrimp can
be localized using triangulation from a moving small-aperture
receiver [15]. While this may be feasible in some scenarios, it
requires a mobile platform, long-duration measurements, and
the noise environment to be unchanged over the measurement
duration. Another approach is to assume that snapping shrimp
live on a flat seabed [7]. This may not be generally valid, and
moreover, an exact knowledge of the local bathymetry is not
always available. Quite a number of encouraging results have
been obtained from localizing cetaceans using the direct and
surface-reflected signals [16]-[18]. Only a small number of sig-
nals are observed during the observation period and hence the
direct and surface-reflected signals can be easily identified. This
is not true for snapping shrimp noise as the receiver observes
a large number of snaps in a short period of time and all the
arrivals are acoustically the same.

In this study, we formulate a more general 3-D ray model
in Section II. We construct a range estimator for each snap,
parameterized by the nominal receiver depth and the receiver
orientation. We discuss the sensitivity of these parameters to
the estimated range in Section III. Given that we do not have
the perfect knowledge of the parameters or the association of
direct and surface-reflected snaps, we introduce an algorithm
to solve the practical localization problem in Sections IV and
V. Subsequently, experimental results are shown to verify the
algorithm in Section VL.

Bold lower case symbols denote vectors. Bold upper case
symbols denote matrices. We define U(x) = x/|x| = X as an
operator generating a unit vector from vector x. The cardinality
of a set S is denoted as |S|. Superscript T denotes the transpose.

II. THREE-DIMENSIONAL GEOMETRIC MODEL

An array of receiver observes the direct arrival and reflections
of each snap in its field of view. We assume an isovelocity
shallow water channel and a geometric ray model, which is
valid for the high-frequency acoustic signal such as the snaps [1],
[10]. Since the water-to-air interface reflects an acoustic wave
almost perfectly [19], only the reflection at the water surface is
considered in our model. The bottom reflection is ignored due to
the nearly identical time of arrival (ToA) between direct arrival
and bottom reflection as snapping shrimp often live close to the
seabed. Given an acoustic pressure recording of the receiver,
we can detect the direction of arrival and the time of arrival
(DoA-ToA) of the impulsive transient signals such as the snaps
based on the methods used in [7], [11], [12], [20]-[22]. By
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Fig. 1. Three-dimensional geometric illustration of a direct and surface-
reflected arrival pair. d; is a unit vector of the direct arrival. f; is a unit vector of
the surface-reflected arrival. D; is distance to the location of snap. R; is distance
to the point of reflection of the snap on the ocean surface. & is nominal depth of
the receiver. n; is depth deviation from nominal value due to wave motion. i; is
a unit vector normal to the surface (pointing downward) at the point of reflection
of snap. §; is orientation of the receiver, and v; refers to local orientation of the
sea surface of snap. The subscripts of the variables denote a particular snap
indexed by i.

formulating the detection problem as an inverse problem of
the underdetermined linear system with sparsity constraint, the
technique described in [22] is able to perform high-resolution
detection using small-aperture array, hence it is used throughout
the study. We initially assume that we can perfectly associate
direct snaps and their surface-reflected arrivals; this assumption
will be relaxed later. We set up a right-handed coordinate system
with its origin at the acoustic center of the receiver and the x-
axis pointing along the broadside direction. Let d; and #; be
the unit vectors of the direct and reflected pair i, respectively.
The unit vectors depict the reversed propagating directions of
the direct and reflected arrivals. Let t; be the time difference
between the direct and reflected arrivals. If ¢ denotes the speed
of sound, §; = ct; is the difference in path length of the direct
and reflected paths. We consider &,-, t;, and §; to be the measured
quantities for each snap i.

Let D; be the distance to the location of snap i, i.e., D,fl,- is
the position vector of that snap. Let R;T; be the position vector
of the point of reflection in the ocean surface, and fi; be the unit
vector normal to the surface (pointing downward) at that point.
We assume the undisturbed ocean surface to be a plane given by
the equation x'8 = & + 1; where x is any point on the surface,
§ is normal to the surface (pointing upwards), 4 is the nominal
depth of the receiver, and »); is the depth deviation from nominal
value due to wave motion. Since the yaw of the receiver does
not affect the propagating path of the direct and surface-reflected
snap on the same azimuth plane, § effectively captures the exact
orientation of the receiver on the seafloor. We assume that 4 and
§ do not change over the observation period, but are unknown.
In practice, we may know them approximately. Fig. 1 illustrates
the geometry of a direct and surface-reflected arrival pair.

The path length difference §; is given by

8 = R + |Did; — R;t;| — D;. (1



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

TOO et al.: LOCALIZING SNAPPING SHRIMP NOISE USING A SMALL-APERTURE ARRAY 3

Rearranging and squaring both sides, we get

82+ Dy
D +6 —Didl

; (2)
Since the point of reflection must lie on the ocean surface, the
perturbed nominal receiver depth can be written as

Ri#[§=h+n 3)

which is the projection of R;f onto §. The normal vector of the
local water surface fi;, which may not equal to §, is given by

f; = U(U(D;d; — Rif;) — ). 4)

Since &, fi;, and ¥; = U(D;d; — R;#;) are coplanar, there ex-
ists B; and B, such that i; = 8;V; — Bof;. Law of reflection
ensures —f'iTﬁi = ffiTﬁi so that —,BIriT\A',- + B =p1 — ,BZfiT\A',-,
which leads to By = . Since fi; = B1(V; — ;) and h; is a
unit vector, 8y = 1/|¥; — t;] and, thus, fi; = U(V; — &;). This
confirms the correctness of (4).

In the case of a calm unperturbed water surface, fi; = —§
and n; = 0. In the presence of waves, i, = —S§ + v; where v;
indicates the local roughness of the sea surface. Substituting (4),
we get

U(U(D;d; — Rit;) — ) = 8 + v;. (5)

The left-hand side of (3) and (5) depicts the indirect noisy mea-
surements of /& and §, respectively. If & and § are known and »;
is ignored, the range of snap i can be estimated based on

- §2/2 — s,
D =+ l/h 2L (6)

_—
mmdih

where tilde denotes the estimate. The estimated location of snap
iis

A; = D; (Td;) (7)

where T is the transformation of the receiver axes
to the nominal water surface axes. Since § = [sin(«x?),
sin(p?) cos(a®), cos(p®) cos(a®)]" where a® and p are the small
angle of pitch rotation and roll rotation of the normal vector of
nominal water surface, we can approximate the transformation
matrix as

cos(—a’) O sin(—a?)
T~ 0 1 0
—sin(—a?) 0 cos(—a?)

1 0 0
x | 0 cos(p?) —sin(p?) ()
0 sin(p?) cos(p?)

where the first matrix describes the pitch at the y-axis and second
matrix is the roll at the x-axis according to the right-handed rule.
For convenience, the range estimator is developed based on the
assumption of the unperturbed nominal receiver depth n; = 0
for any i. In reality, n; is nonzero and contributes to the range
estimation error, of which the first-order approximation can be

written as
2 24T
- 87 +8:d; 1

Di — D,’ ~ 3
o b qTe) #7s
2 (8, st f,-Tﬁdi r,) 8

7. 9)

Let n; be an independent identically distributed (IID) zero-mean
random variable for all i. If we know the originating sources of
the snaps, we can improve the estimated range by calculating the
mean of an ensemble of estimated range values from the same
snap source. This exact knowledge is not known in practice,
and it can be approximated by accumulating the snaps that have
approximately the same DoA as the same snap source. This
is because the DoA is 3-D, and that the snaps have a large
amount of energy at high frequency, diffraction is limited, and
hence a geometrical ray model with a structure occluding snaps
from behind it is reasonable. Through the experimental data,
the reasoning and verification of the improvement process is
discussed in Section VI.

III. SENSITIVITY ANALYSIS

For ease of notation, index i is omitted in this section. Let ﬁ,
t, and § be known exactly but not 4 and §. The range estimator
in (6) is a function of the prior knowledge of the parameters
such as
htep
PT(8+€5)

hten  _ _hten JTa
Fete) ~ Farend 9

2 _
2

D(h + €n, 8+ €) =

(10)

where the a priori parameters (h + €;,, § + €3) are defined by
the summation of the actual value of the parameters (4, §) and
the errors (e, €;).

To simplify the notation, we define R =h/(#'8),
which linearizes the parameter errors such that R + ¢z =
(h + €,)/(*7(8 + €;)). Hence, we can write

L —(R+ep)s
(R4+€z)—(R+ez)d™#— 6

DR+ €z) = (11)
where € is related to €, and €;. The range estimation error,
which is the difference between the estimated range based on
actual and estimated parameters, can be written as

D(R + €g) = D(R) = D(R)ez Q (12)
where
0o (1+d"HE
(1 —d"R)(R +ep) — 85 — RS)
The magnitude of the estimation error turns out to be
ID(R + €z) — D(R)| o« D(R). (13)

We notice that the error is linearly proportional to the range of
the snap.

We are also interested in identifying which parameter is more
significant in generating larger range estimation error. The pre-
vious paragraph has shown the direct relation between |e | and
the range estimation error. Thus, it is sufficient to just present
the relation between |€;| and the parameters. Let €5 = 0. We
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have
1
leg,| = m|€h| (14)
Let &~ = 0. We have
h 1 T
n) = g5 (e ) e
h 1
< = =) lel 15
T TS (f'T(§+e§)>| d (1)

The upper bound is due to Cauchy—Schwarz inequality and |¥| =
1. For comparison, we replace the magnitude of the errors by the
same fractional perturbation, denoted by 0 < e < 1, withrespect
to the magnitude of the parameters. This can be written as |¢,| =
eh and |es| = e|S| = e. Equations (14) and (15), respectively,
become

h

lez, | = r (16)
h 1

leg,| < S <m) e. a7

Snaps are located in far-field and the receiver orientation is close
to [0,0, 117, and hence 0 < #7(8 + €;) < 1. When snaps are far-
ther away, the value approaches 0, and when snaps are nearer,
the value approaches 1. In general, the error of the receiver ori-
entation is more significant than the error of the nominal receiver
depth for range estimation error in the worst case scenario. For
distant snaps, range estimation error due to inaccurate knowl-
edge of receiver orientation is larger as compared to the error
due to inaccurate knowledge of receiver depth.

IV. PARAMETER ESTIMATION

We showed that the estimated location of snap is a function
of parameters 7 and §. However, by assuming prior knowl-
edge of the parameters, we may not be able to obtain accurate
range estimation. In this section, we propose a method to im-
prove the estimation of the parameters, with the assumption that
these parameters remain constant over the observation period.
We assume that we know the associated direct and surface-
reflected snaps so that we can obtain an estimator for the param-
eters. Through numerical simulations, we will show that the de-
rived method is capable of estimating the parameters and, thus,
a better estimation of the locations of snaps can be achieved.

A. Formulation

Estimating /4 and § from one associated direct and surface
reflection arrival of snap is not possible since there are more
unknowns than number of nonlinear equations. Let P be the
number of associated direct and surface-reflected snaps col-
lected during the observation period. The small variation over
the nominal receiver depth h is represented by a set of IID
random variables {7; }f:], while the small variation in the water
surface normal vector is represented by a set of IID random vec-
tors {v;}7,. Fig. 2 depicts the 3-D geometric model, showing
multiple snaps reflected from different water surface conditions.
Let /1 and § be the estimates of 4 and 8. Let {D; }le be bounded
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Fig. 2. Geometric illustration of two direct and surface-reflected snaps.
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Fig. 3. Pictorial explanation of the effect of unknowns in (5) and (3). (a) A
set of curves containing the shifted § (ordinate), denoted by dashed circles, is
plotted based on the upper and lower bound of D; (abscissa) for all i. Only
variables in x and y axes of § are considered for the ease of visualization.
(b) A set of vertical lines containing the shifted / (ordinate), denoted by dashed
circles, is plotted based on the upper and lower bound of D; (abscissa) for all i
as well as the uncertainty in §.

by {[Ip,, up, 1}, respectively, and considering R; as a function
of D;, then (5) fori = 1,2, ..., P can be illustrated as a set of
curves on an unit ball by varying {Di}f:l. All the curves should
pass close to § since they are shifted by {v;}/_, from 8. Accord-
ing to (3), varying {D;}_, and § creates lines on & shifted by
{n:}_,. All the lines should lie near h. Fig. 3 gives a pictorial
illustration of effect of unknowns in (5) and (3). Estimating A
and § reduces to finding / and § that is closest to all the curves
and the lines. The closeness can be measured by the distance
between the estimates and the points on the curves and the lines.
We can write this as an optimization problem

min min

h,§ = arg
W8S =1 £ 1p, <D} =up,
i=

(IRETS = W13+ 218

+ U@ - RiD—IE)  (8)

where D] defines a point on the respective curve and line which
has the shortest Euclidean distance from 4’ and §', and le is
a function of D;. A > 0 is a tuning parameter controlling the
relative importance of the closeness in the curves and closeness
in the lines. Note that {D]}"_, is not the estimate of {D;}_,. It
is used solely to describe the distribution of the curves and the
lines.
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Estimating / and § involves solving the nonconvex optimiza-
tion problem in (18). Considering a smooth bathymetry and calm
sea state, we can initialize 4#'?) to the average nominal receiver
depth at the receiver deployment location and §® = [0, 0, 1]7,
both values of which should be close to the actual & and 8.
For k =1 iteration, the single-variable inner minimization of
(18) can be efficiently solved for {D;(k)}ip=1 given #'*~1 and
§®=D_ Subsequently, we solve the outer minimization of (18)
for /'® and §® given {D;*’}7_,. The two-step minimization is
repeated for the next iteration until the objective function value
converges. Let f be the objective function of (18). The decrease
of the objective function value over iterations can be shown as
follows:

f(D;(k)» h/(k)’ §/(k)) < f(Dl((k)’ h/(k—l)’ g/(k—l))

< f(Dl{(kfl)’ h/(k_l), é/(k_l)) (19)

fork =1,2....By fixing D/, minimizing f(D/, #® §®)
with respect to 2'® and §*® is a convex problem, and the
global minimum can be obtained, which leads to the first
inequality in (19). By fixing 2/~ and §*~D, minimizing
(DO, p&=1 g&=Dy with respect to bounded D" is a single-
variable nonconvex optimization problem, and the global min-
imum can also be obtained which yields the second inequal-
ity in (19). This shows that locally optimal estimates can be
achieved.

The objective function in (18) can be divided into two cost
functions. The first cost is the distance between the estimate
and the points on the lines, while the second cost is the dis-
tance between the estimate and the points on the curves. For
L — 0, the first cost dominates and Dfl) can always be found
such that the objective function value is close to zero regardless
of /'@ and §'© if the bounds /p, and up, are not tight. The
locally optimal estimates are simply the prior knowledge of the
parameters. For A — oo, the second cost dominates but it is less
likely that we can find D; such that the objective function value
is zero over the iterations. However, this might lead to over-
fitting in § and, consequently, yield large error in the estimate
of h.

B. Numerical Simulations

We verify the parameter estimation performance of the
proposed method by performing two different simulations.
The first simulation features longer range and randomly dis-
tributed snaps, while the second simulation has shorter range
and structurally distributed snaps. About 2000 associated di-
rect and surface-reflected snaps were generated based on n; ~
N (0, 0.04) in units of meter and

Vv, = fl,’ + S
sin(a; + a?) sin(a?)
= — | sin(p; + p?)cos(a; +a®) | + | sin(p?)cos(a?)
cos(p; + p?)cos(a; + ) cos(p?) cos(a?)

(20)

fori =1,2,...,1000 where o; ~ N(0, 25) and p; ~ N (0, 25)
in units of degree are the pitch and roll of the local water surface,

respectively, whereas o’ and p° describe the orientation of the
receiver. We set [p, = 0m and up, = 300m for all i. The pa-
rameters were estimated using (18). We compared the estimated
locations of snaps based on the actual and estimated parame-
ters for comparison. The locations were modified such that the
origin of the z-axis is set on the water surface for convenient
illustration.

In simulation 1, we set h = 15m, o’ = —7°, and p° = —5°.
The sources were uniformly distributed across [—60°, +60°]
in azimuth angle, [—5°,4+10°] in elevation angle, and
[100 m, 200 m] in range. Let the average nominal receiver depth
be 7 = 14m. When A = 0, we obtain 7 = /'@ and § = §©,
which yield estimated range error of approximately 100 m. This
shows that using the prior knowledge parameters is not a reli-
able method for range estimation. The lowest estimation errors
of i and § are attained at A = 5000 and A = 7000, respectively.
The estimator with larger A tends to overfit the curves which
determine §. When A is gradually reduced, more effort is given
to minimizing the error in /. The calculated range of the snaps
based on the estimated parameters is more accurate for large A
and better § estimate, as shown in Fig. 4(c) and (d). This agrees
with the previous result stating that the error in § is more signif-
icant than the error in & for snaps that are farther apart from the
receiver.

In simulation 2, we examine the capability of the method to
estimate the parameters given that snaps are structurally dis-
tributed in space. We set h = Sm, «® = 7°, and p° = —5°. The
snaps were uniformly generated within a rectangular space de-
fined by [10 m, 20 m] in the x-axis, [-20 m, 20 m] in the y-axis,
[—1 m, O m] in the z-axis, and two vertical columns, both sharing
the same interval [—1 m, 2 m] in the z-axis but with one column
at 10 m in the x-axis, [9 m, 10 m] in the y-axis and the other col-
umn at [15m] in the x-axis, [-20m, —19 m]. Let the average
nominal receiver depth be 2"® = 3 m. The accuracy of D is less
dependent on § because this parameter becomes less significant
when the range of the snap decreases. Similarly, there is a large
estimation error for the range of the snaps parameterized by the
prior knowledge of the parameters.

In short, a large A (several thousands) seems to be reasonable
for the two-step minimization. This is because the increment
in the parameter estimation error is small for large X. Even
though a large A does not produce optimal estimation for shorter
range snaps such as those in simulation 2, the parameter error
is relatively smaller than those using the underestimated A.

V. ASSOCIATION AND ESTIMATION

To determine the snapping shrimp locations from DoA-ToA
estimates, there are two crucial pieces of information that need
to be known in practice. One is the parameters of the range
estimator like nominal receiver depth and receiver orientation.
The other is the association of direct and surface-reflected snaps
from multiple arrivals. If many snaps and reflections arrive at the
array concurrently, associating a snap with its reflection can be
a hard problem. Given the DoA-ToA of all arrivals, we discuss
an algorithm to solve the problem of snapping shrimp noise
localization. We present the idea starting with the coarse pairing
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Accuracy of z and § and the performance of the range estimator of snap using these parameters in simulation 1. Given A (abscissa), we solve the

optimization problem in (18) for 7 and § and then calculate the respective errors (ordinate) denoted by the y-axis in (a)—(c) plots. (a) Euclidean error of the estimated
nominal receiver depth over different A. 4 is 15m. (b) Euclidean error of the estimated receiver orientation over different A. § is [—0.1219, —0.0865, 0.9888]T
(¢) Root-mean-square error (RMSE) of the estimated range of the snaps based on the actual, the prior knowledge, and estimated parameters over different A.
(d) Absolute error of the range based on the prior knowledge and the estimated parameters, which were calculated using A = 8000 as minimum RMSE of D is
achieved. Only estimated range of 100 snaps is plotted for the ease of visualization.

procedure that eliminates obvious wrong associations among all
the arrivals, followed by an algorithm to associate the arrivals
and at the same time estimate the parameters.

A. Coarse Pairing

If N arrivals are observed, we can form, at most, N(N — 1) =~
N? (for large N) associated direct and surface-reflected snaps.
For brevity, we refer to the associated direct and surface-
reflected snaps simply as pairs. These pairs include a large pro-
portion of wrong associations. In fact, by removing the number
of obviously wrong pairs, we can reduce the number of pair-
ings from N? to P’. The P’ pairs denoted by {d;, ;, 8},
where  d; = [cos(¢) cos(8Y), sin(¢?) cos(8?), sin(@8)]T  and
F; = [cos(¢]) cos(8)), sin(¢]) cos(H;), sin(@ir)]T, and where su-
perscript d and r represent direct arrival and surface reflection,
can be judiciously formed based on the physical properties of
surface reflection of a calm water surface. Pairs must satisfy
the following constraints: 1) |¢f — ¢f| < e4; 2) 6F > [67]; 3)
0<6; <2hy, fori=1,2,..., P/, where h, is the maximum
water depth. The first constraint indicates that the azimuth angle
of the reflection has to be within a small deviation from the di-
rect arrival of the snap. The second constraint requires the unit

vector of the reflection to be above the direct arrival. Finally,
the difference in path length is a positive real value, bounded by
constraint 3. The problem size has been extensively reduced to
N arrivals and P’ pairs where P’ <« N>.

B. Joint Association and Estimation

Let the N arrivals be the vertices, and the P’ pairs of the
arrivals be the edges of a Graph. We define a weighted Graph
with incidence matrix G. The weight of the edge i, denoted by
w;, indicates the likeliness of the associated direct and surface-
reflected pair i. Snaps have similar acoustic signature which
is transient in time. Hence, identifying the pairs from multiple
nearly identical and transient acoustic signals is nontrivial. We
suggest that the weights be defined by the fitness of the pairs with
respect to the geometric model. Any pair that conforms to the
geometrical constraints will have a large weight and vice versa.
However, the geometric model contains unknown parameters
and we can only define the weight as a function of the parameters
such as the nominal receiver depth and receiver orientation. G
is an N by P binary matrix with the “1” elements representing
pairing on the vertices, which means each column of G contains
two “1” elements.
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Accuracy of & and § and the performance of the range estimator of snap using these parameters in simulation 2. Given A (abscissa), we solve the

optimization problem in (18) for /i and § and then calculate the respective errors (ordinate) denoted by the y-axis in (a)—(c) plots. (a) Euclidean error of the estimated
nominal receiver depth over different 1. 4 is 5 m. (b) Euclidean error of the estimated receiver orientation over different 1. § is [0.1219, —0.0865, 0.9888]". (c)
RMSE of the estimated range of the snaps based on the actual, the prior knowledge, and estimated parameters over different A. (d) Absolute error of the range
based on the prior knowledge and the estimated parameters which were calculated using A = 1000 as minimum RMSE of D is achieved. Only estimated range of

100 snaps are plotted for the ease of visualization.

The challenge of this problem is that the pairing depends on
the unknown parameters but the parameter estimation requires
a good set of pairs. To localize the snaps, we have to jointly
associate the pairs and estimate the unknown parameter to find
the set of pairs and parameters that maximizes the sum of the
weights of edges of the Graph and minimize the objective func-
tion of (18). Formally, this can be written as

arg max_ WX — uf(x, 1, §)

xe(0,1)",
h,8:[8]2=1
s.t.Gx <1
1 A7 X
B . <
U)l' _ H§+ﬁ,(h,§)||2 ’ (nl(hs S))Z f— K
0, otherwise

fori=1,2,...,P (1)

where x is a P’-dimensional binary column vector with “1”
elements indicating the existence of the pairs, (R, 8§) =
U(U(D;(h,8)d; — h/(®]8)F) — £;) for D;(h, ) as given in (6)

parameterized by & and 8. f(x, &, §) is the objective function of
(18) with respect to variables x, h, and 8. > 0 indicates the
importance between arrival association and parameter estima-
tion. The first constraint (inequality) of the optimization prob-
lem is that every arrival can only be associated once. The second
constraint defines the weight as a function of the parameters. Let
(1 (h, §))z be the z-axis element of the normal vector fy; (%, §).
k is a real value greater and close to —1. The hard threshold
(fi;(h, §)), < k constrains the normal vector of the local water
surface to point approximately downward, representing a calm
sea state. The optimization problem is complicated and there is
no obvious algorithm to solve it optimally. We next propose an
algorithm to solve this problem approximately.

C. Alternating Association and Estimation

Instead of solving the joint association and estimation prob-
lem, the location of the snaps can be estimated by alternately
associating the pairs with fixed parameters and then estimat-
ing the parameters with fixed selected pairs. Given the prior
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Algorithm 1: Alternating association and estimation for
snap localization.
Require:{(d;, ;, 8:)}” |, G,
x@ 0,
h©® <« average water depth,
$O 10,0, 17,
k<0,
maxlter <— maximum number of iterations,
€, <— positive small value,
€3 < positive small value
1: Given

I A (R0 50
_ | mmamsogy @08 <«

0, otherwise
i=1,2,..., P, solve

w; for

arg max w'x s.t. Gx <1

xe{0, 1}

for x*+1),
Given x, we solve (18) for A*tD and §*+1.

»

3: if k < maxIter OR (|A® — A%tV |, > €, AND
80 — §*+D |, > € AND || x® — x**D |1, > 0) then
4: k<« k+1
5: Gotol
6: end if
7: return x, i < h® § « §0

knowledge of the parameters, we can compute the weights of
the edges and select a set of pairs that maximizes the sum of
the weights (association). Next, based on the pairing, we can
improve the prior knowledge of the parameters for the range
estimator (estimation). The association and estimation are re-
peated in an alternating manner until some criteria are fulfilled.
We summarize the method in Algorithm 1. A shortcoming of
the proposed algorithm is the lack of convergence proof as the
association does not guarantee the reduction of the objective
function in estimation compared to the previous iteration. How-
ever, in practice, given a good initialization of /4 and §, the
algorithm converges in a few iterations.

After execution of the algorithm, we can further refine the
remaining pairs by deciding on a threshold with respect to the
amplitudes of w to separate the pairs into two clusters. Cor-
rect pairings fall into the high-amplitude cluster, while nuisance
pairings fall into the low-amplitude cluster. The association and
estimation algorithm selects a distinct set of pairs that maxi-
mize the weights of the edges of the pairs, even if the pairs
have very small weights, which most probably mean that they
are nuisance pairs. However, the existence of a small number
of nuisance pairs does not significantly affect the performance
of parameter estimation. The distribution of the weights is most
likely bimodal with one small-amplitude peak representing the
nuisance pairs, and one large-amplitude peak representing the
correct pairs. A threshold is set such that two weight clusters,
which have minimum intracluster variance, are formed. Subse-
quently, we can remove one of the weight clusters that belongs
to the nuisance pairs.

IEEE JOURNAL OF OCEANIC ENGINEERING

D. Numerical Simulations

We use the same data generated in simulations 1 and 2 in
the previous section, but do not assume perfect association of
the direct and surface-reflected snaps.In addition, 100 direct
arrivals and 100 reflections are independently discarded to create
a 10% nuisance arrival noise and hence the maximum number
of correct pairs is 1800. For coarse pairing in both simulations,
we set &, = 20° and &, = 20m. We use A = 8000 to compute
the parameter estimation and k = —0.9 to compute the weights
for simulation 1 and simulation 2. The estimated locations of
the snaps A based on these parameters are shown in Fig. 6. We
only depict the location of snaps at x- and y-axes in simulation
1 for simpler visualization. We present the estimated receiver
orientation § in the form of pitch & and roll § for the ease of
comparison with the actual simulated receiver orientation in
a’ and p°. The proposed method is able to recover most of
the direct and surface-reflected snaps in both cases. For snaps
that are farther from the receiver, the accuracy of the estimated
parameters is slightly degraded. Fig. 6(b) appears to show a more
power-law-like range error when compared to Fig. 6(a), which
is the actual location of snaps. This is expected as the proposed
range estimator does not consider the error introduced by the
disturbed ocean surface such as n and v. The simulated data were
contaminated by the disturbed ocean surface and hence the error
(difference between the actual and the estimated location) is not
only linearly proportional to the range of the snap.

VI. EXPERIMENTAL RESULTS

An experiment was conducted at St. John Island, Singa-
pore, in August 2014. ROMANIS, a broadband planar array
comprising 508 sensors and measuring 1.3 m in diameter, was
deployed to collect the acoustic pressure recording of ambi-
ent noise, which is dominated by snapping shrimp noise [20],
[23]. The frequency band of ROMANIS is 25-85 kHz, which
is also the frequency band that contains the more significant
amount of energy from snapping shrimp. The array was located
at 1°13.027' N, 103°51.106" E with average water depth of 5 m.
The experimental location is considered as shallow water and
the assumption of isovelocity channel is true for shallow Singa-
pore waters [24]. Our own recent measurements using CTD in
Singapore waters also agreed that the channel is isovelocity. It
was surrounded by man-made structures such as the jetty, wa-
tergate, and a fish farm. Large amount of snaps were observed
from these areas as they provide suitable shelter for snapping
shrimp. ROMANIS was positioned approximately 8 m away
facing the jetty where a lot of snaps can be found. Fig. 7 shows
the photographs of the experiment and a labeled map indicating
the position of the surrounding man-made structures.

Four data sets containing snapping shrimp noise from the
jetty were recorded at different time slots. Each of the data
set is a 300-s acoustic pressure recording. The sea state during
the recording was calm. One of the data sets was collected on
August 12, 2014 at 15:49:43 local time. Fig. 8 shows a 10-s
clip of ambient noise recording during the experiment, which
is dominated by snapping shrimp noise. As can be observed,
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(d)

Location of the snaps based on alternating association and estimation. The actual location of the snaps is presented for comparison. (a) Actual location of

snaps at the x- and y-axes in simulation 1. (b) Estimated location of snaps at the x- and y-axes in simulation 1. h=15.1689m, p= 74.95100, & = —6.9403°, and
the number of correct pairs is 1795. (c) Actual location of snaps in simulation 2. (d) Estimated location of snaps in simulation 2. # = 5.1205m, p = —4.9840°,

& = 7.0444°, and the number of correct pairs is 1787.

the recorded signal comprises a large number of impulsive
transient signals. These signals are the direct arrival of the snaps
and the respective multipath propagations. From the data set,
34531 arrivals, which comprises direct arrival and multipath
reflection of snapping shrimp noise, were detected [22] and,
subsequently, the location of these snaps were estimated. We
set &4 =20° and h, =20m for the coarse pairing. We use
A = 5000 for the parameter estimation and k = —0.9 for w. We
present two results regarding the estimated location of snaps.
The first is purely the estimated location of snaps, while the
second is the spatially smoothed estimated location of snaps.
This postprocessing step (spatial smoothing) is to improve the
estimated range by calculating the mean of estimated ranges
of snap sources having approximately the same DoA. The rea-
son is that we usually observe snapping shrimp living close
together in colonies whether on coral reefs or man-made struc-
tures. So the direct snap arrivals from the same DoA over time
are most likely to have originated from the same shrimp colony,
and not from different colonies at different ranges. Also, it is
likely that these shrimp colonies reside on solid structures that

form a barrier for direct arrivals propagation from other shrimp
sources farther away. Noted that all the aforementioned assump-
tions might not be valid for more complex snap propagations
which are affected by diffraction. Let B be the discrete set of
all possible DoA. Then, we define BE@_,(,‘_) ={(¢,0)||p — ¢pi| <
€4, 10 — 0| < €q, (¢, 0) € B}, where €, and €y are some small
angles. We can now rectify the estimated range of the snap i
such that
- 1 ~

Dj=—— > D,

22
1By o5 22
@100 ji(g,,6))eB;

¢i.0;)

Fig. 9 displays the estimation results of the shrimp locations
for comparison. Based on €4 = 1° and €y = 1°, the estimated
snap location with spatial smoothing reveals some of the pillars
of the jetty. In Fig. 9(a), it can be seen that without spatial
smoothing, the pillars of the jetty are not so clearly revealed,
because there is a bigger spread of estimated range of snaps
from the same colony, possibly due to vertical wave motion.
Comparing the layout of the jetty in Fig. 10 and the estimated
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Fig. 7. Experiment at St. John Island, Singapore. (a) Deploying ROMANIS

at the jetty. (b) Jetty. (c) Position of ROMANIS in the labeled Google map.

locations of snaps in Fig. 9(b), we see that the vertical patterns
formed by the estimated snap locations match the pillars of the
jetty. This suggests that the patterns of snaps probably originated
from the snapping shrimp lodging on the pillars. In particular,
the measured distance between pillars A and B is about 6 m,
while the estimated distance in the corresponding structures in
Fig. 9(b) is about 5.87 m. The distance between pillars A and C
is more than 4 m (since the pillars are not truly vertical but are
inclined outward such that the top of the pillars are 4 m apart but
the base of the pillars are more than 4 m apart). The measured
distance between the two vertical structures corresponding to
pillars A and C in Fig. 9(b) is 6.70 m. The estimated sources of
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Fig. 8. Ten-second acoustic pressure recording of ambient noise in Singapore
waters dominated by snapping shrimp noise.
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Fig. 9. Estimated locations of snaps on the jetty. (a) Dots show the estimated

locations of snaps without spatial smoothing. The origin of ROMANIS is de-
noted by the black cross. (b) Dots show the estimated locations of snaps with
spatial smoothing and vertical lines illustrate the x—y position of the pillars of
the jetty. The origin of ROMANIS is denoted by the black cross. The videos
of the plots are available as supplementary downloadable material available at
http://ieeexplore.ieee.org.
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snaps trace out a slope extending from the seabed to the shore,
which is as expected from the local bathymetry.

Most of the estimated snaps from pillar A are approximately
8-30 m from the receiver ,which agrees with the actual position
of the jetty. Note that by reducing the detection threshold, the
DoA-ToA of impulsive signal detection method allows slightly
curved wavefront to be detected but it may suffer from higher
false positive detection rate. This is the reason that the snaps
within the near-field of the receiver, which is 8-13 m, are in the
plot. A large portion of the snaps are still beyond the near-field
of the array. The remaining data sets were collected at 16:06:46,
16:44:16, and 16:51:25 local time, respectively. Combining with
the aforementioned data sets, the estimated nominal depth and
receiver orientation over four data sets collected in different
time slots are shown in Fig. 11. On August 12, 2014, a high
tide was reported at 12:45 followed by a low tide at 18:25 with
the tidal height dropping gradually in between. According to
the Singapore Tide Table 2014, the tidal height on April 12,
2014 at Tanjong Pagar, the closest point to St. John Island,
measured 1.5m at 16:00:00 and 1.1 m at 17:00:00 [25]. The
difference between these tidal heights is 0.4 m. This agrees with
our observation regarding the changes of the estimated nominal
receiver depth. The rate of reduction of / is the highest between
data set 16:06:46 and 16:44:16 as they have the largest time
difference. The rate is lower for data sets that are smaller in time
difference. The estimated receiver orientation obtained using
snapping shrimp noise is consistent over data sets. The receiver
orientation is shown to be slightly tilted with respect to the sea
level.
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Fig. 11. Estimated parameters based on different data sets. (a) Estimated

nominal receiver depth /2. The asterisk is the estimated nominal receiver depth
and the circle denotes the tidal height. (b) Estimated receiver orientation defined
by roll g and pitch @&.

VII. CONCLUSION

The success in localizing snapping shrimp noise potentially
lays the foundation for a wide variety of passive sensing applica-
tions with snapping shrimp noise. Our work utilizes the knowl-
edge of acoustic wave propagation as well as mathematical
optimization to allow far-field localization of snapping shrimp
noise using a small-aperture array. For instance, the ability to
localize snapping shrimp in a 3-D space using a small-aperture
receiver facilitates coral reef monitoring. The idea of using snap-
ping shrimp noise for coral reef monitoring either by means of
large-aperture receivers or merely one-sensor receivers has been
investigated in [9] and [11]. The former is capable of covering
a large region of interest but is inefficient for long-term mon-
itoring. The latter is easy to implement but is limited by the
area of (monitoring) coverage. A large-area monitoring system
using a small-aperture sensor array would be a viable approach
that fills the gap between the two approaches. It is important to
stress that the proposed algorithm relies on direct and surface-
reflected snaps. In the experimental data, even though multipath
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reflections such as bottom-reflected snaps are detected, the num-
ber of these reflections is generally insignificant compared to
the direct and surface-reflected snaps. The proposed algorithm
is robust to the possible small number of wrong associations.
However, the performance of the algorithm may degrade if a
large number of bottom-reflected snaps are observed. Through
the numerical and experimental data sets, the alternating asso-
ciation and estimation algorithm converged after a number of
iterations given the prior knowledge of the parameters. Further
analysis, for example, on the rate of convergence and the cor-
rectness of the algorithm is essential to examine this behavior.
Overall, by using a small-aperture receiver, we were able to
localize far-field snapping shrimp in a 3-D space based on our
method. This paves the way for efficient, long-term, and portable
passive sensing with snapping shrimp noise.
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