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Abstract—The impact of bubbles on underwater acoustic com-
munication has mostly been studied in environments with strong
winds (>12 m/s), and it has been found that the main impact
is the strong attenuation due to dense bubble clouds. Without
continuous replenishment during high winds, these dense bubble
clouds dissipate rapidly in a few minutes, along with the strong
attenuation. We find that after the dense bubble clouds dissipate,
they leave behind a diffused bubble cloud with very small bubbles.
The lifetime of this diffused bubble cloud is much longer than that
of the dense bubble cloud. The attenuation due to these residual
bubbles is small, but they result in an increase in channel variability
due to their random motion. Furthermore, because they can be
transported by currents to distant locations, we argue that these
bubbles have a more persistent impact in many environments,
including ones where winds are not very strong, but there are other
sources of bubbles (e.g., shipping channels). We give a statistical
characterization of the propagation through these bubbles, and
show the impact on acoustic communications with experimental
data.

Index Terms—Bubble plumes, underwater acoustic
communication, underwater acoustic propagation.

I. INTRODUCTION

IMMEDIATELY after bubble injection by a breaking wave
event, the attenuation can be as high as 50 dB/m [1], practi-

cally blocking any signal transmission. The lifetime of these
dense bubble clouds is very short—a few seconds to a few
minutes [2]. During high winds, waves break frequently and
cause a continuous replenishment of these dense bubbles. The
Hall–Novarini model [3] assumes that the bubble clouds are
time invariant and are only dependent on wind speed. Current
literature on the impact of bubbles on underwater acoustic com-
munication relies on simulations based on the Hall–Novarini
bubble model. In [4], Boyles et al. assumed a “time-frozen”
dense bubble cloud (termed the β-plume) and compute the
attenuation for an acoustic propagation through such a plume.
As the β-plume consists of a large number of bubbles, with some
in resonance with the acoustic frequency being transmitted, the
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authors concluded that the attenuation and sound refraction are
the dominant effects of bubbles on underwater acoustic propaga-
tion. Saraswathi et al. [5] also assumed a time-invariant bubble
density for the β-plume. They computed a constant attenuation
and sound speed change, which were fed into simulation models
to compute the communication performance. The simulation
result thus showed that the high attenuation and sound refraction
had a large impact on the performance of communication sys-
tems. In [6], Mandal et al. also assumed a time-invariant bubble
density for the β-plume, and computed a constant attenuation
and sound speed change. They evaluated the performance of
their communication system based on this time-invariant and
range-invariant bubble density, with a horizontal spatial extent of
200 m× 200 m. It is not mentioned as to why theβ-plumes might
grow to such a large size, whereas the Hall–Novarini model
only suggestted a 50-m2 spatial extent for the β-plume. They
nevertheless concluded that the attenuation had a large impact on
the signal-to-noise ratio (SNR), and consequently, packet error
performance. Dol et al. [7] and Boyles et al. [8] also reached
the same conclusions that the attenuation and sound refraction
from the dense bubbles have the most impact on communication
during periods of high wind.

All these works implicitly assume that the acoustic rays would
propagate directly through the bubble plume. However, how the
rays interact with the bubble plume is dependent on the geometry
of the channel. There are experimental observations where the
communication performance actually improves when the dense
bubbles completely screen off the surface arrival, causing the
channel to be more benign [9, Fig. 8].

Without continuous replenishment, the dense bubble clouds
that cause high attenuation disappear in a few seconds to min-
utes [10]. However, some studies have observed frequency-
dependent scattering loss at lower wind speeds (around 4 m/s),
for periods longer than the lifetime of the dense bubble
clouds [11]–[13]. In our controlled experiment, we observe that
this loss is due to very small bubbles (<100 μm) suspended
in the water column, which slowly dissolve into the water.
Their lifetime is governed by dissolution, a much slower process
than the buoyancy process that leads to the rapid loss of larger
bubbles. These suspended bubbles have the potential to stay for
hours and impact communications at this time scale. As they are
randomly transported by turbulence, they act as moving scatter-
ers, causing an increase in the variability of signals propagating
through water. The resulting channel is a scattering medium
with an elevated variability in terms of phase and amplitude.
We provide a statistical characterization of the variability in
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terms of its amplitude and phase distribution and as well as time
correlation.

As the performance of underwater phase-coherent commu-
nication is known to be severely impacted by the phase and
amplitude instability of the channel, an adaptive decision feed-
back equalizer (DFE) with a phase-locked loop is often used to
mitigate such a channel impairment [14]. Since environmental
factors contribute to the channel variability, the adaptive DFE has
been applied in multiple scenarios to assess the impact of various
environmental factors, such as the impact of temperature fluc-
tuations [15], wind conditions [16], tidal cycles, and ships [17]
on communications. As these residual bubbles contribute to the
channel variability, we quantify the performance drop of the
equalizer in the presence of these bubbles. Additionally, we
observe time correlations of the channel on a time scale of 10–
100 s, corresponding to inhomogeneous bubble volumes being
advected across the communication channel. As these variations
are on the time scales of minutes, which are many times higher
than the round-trip time of a communication link within a few
kilometers range, we suggest that adaptive techniques may be
able to mitigate some of the ill effects of bubbles. In our previous
work [18], we examined the lifetime of these long-lived bubbles.
In this work, we expand the analysis on bubble lifetime and
present results from another experiment to examine the lifetime
of these bubbles. We also discuss the factors that determines
the persistence of these bubbles. We subsequently show that
the rapid channel variation is the more long-lasting impact, and
provide a statistical characterization of this impact.

This article is organized as follows. In Section II, we present
the theoretical background. In Section III, we describe an
experiment in the wind-wave channel at Scripps Institute of
Oceanography (SIO), La Jolla , CA, USA and present the bubble
measurement results. In Section IV, we present results from
a second experiment to validate the lifetime of the residual
bubbles. In Section VI, we discuss the impact of bubbles on
communication systems. In Section VII, we describe the large-
scale bubble motion observed in the SIO experiment. Finally, in
Section VIII, we present conclusions.

II. THEORETICAL PRELIMINARIES

We present a brief introduction to bubble acoustic theory to
facilitate an understanding of the work presented in the rest
of the article. In the classical treatment of bubble acoustics,
each bubble is treated as a harmonic system of its own. The
bubble’s radius determines its response toward any incident
acoustic frequency. As each bubble is modeled as a damped
harmonic system, one can use the following differential equation
to examine the response of each bubble to an incident frequency
ω:

d2r

dt
+ 2δωr

dr

dt
+ ω2

rr = Aejωt (1)

where r is the radial motion of the bubble wall at its equilibrium
value. The relationship between bubble radius a and radial
motion r is well described in [19, pp. 294–296]. Furthermore,
ωr is the resonance frequency of the bubble, δ is the damping
constant, and A is the amplitude of the incident sound. The

TABLE I
TYPICAL VALUES FOR PHYSICAL CONSTANTS

derivations of the damping constant δ and resonance frequency
ωr are well understood [20, pp. 199], [21, pp. 292]. ωr is the
Minnaert’s resonance frequency given by

ωr =
1

2πa

[
3γhPh(1 +

2σ
Pha

)− 2σ
a

ρ

]1/2
(2)

and δ is given by [21, eq. (8.2.29) in p. 299]. The physical
constants used to calculate ωr and δ are given in Table I.

A. Acoustic Cross Section for a Single Bubble and Attenuation
By a Multitude of Bubbles

The loss in acoustic intensity for one bubble as a function of
bubble radius and incident acoustic frequency is quantified in
the extinction cross section [21, p. 201]

σe(a, ω) = 4π
|Pe|2
|Pi|2 =

4πa2(δ(a, ω)/δr(a))

[(ωr(a)/ω)2 − 1]2 + δ(a, ω)2
(3)

where Pi is the incident pressure (input), Pe is the extinct
pressure (output). σe is dependent on the incident frequency,
damping constant, and resonance frequency. δr(a) in (3) is the
resonant damping constant δ(a, ωr). Acoustic waves propagate
through a multitude of bubbles of various sizes; as a result, the
extinction cross section is aggregated over the distribution of
bubblesn(a), to give the scattering cross section per unit volume
Se

Se(ω) =

∫ amax

amin

σe(a, ω)n(a)da. (4)

Attenuation per unit distance (also referred to as absorption) is
given by [21, eq. (8.3.18) in p. 315]:

αb(ω) = 4.34Se(ω) (dB/m). (5)

B. Inversion and the Choice of Acoustic Frequencies

Equation (4) is the forward model, it indicates the amount
of attenuation to expect as a function of bubbles population.
To obtain the bubble population from attenuation, one needs to
perform an inversion of the forward model. One can see that (4)
can be written as a linear system in a discrete form when discrete
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Fig. 1. Acoustic cross section evaluated with a power law bubble density.
n(a) = n0a

−np , np = 4, and n0 = 10−12 with respect to the input variables,
bubble radius a, and incident acoustic frequency ω.

acoustic frequencies are used to probe the bubbles
⎡
⎢⎢⎢⎣
αb(ω1)

αb(ω2)

. . .

αb(ωn)

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

Se(a1, ω1) . . . Se(am, ω1)

Se(a1, ω2) . . . Se(am, ω2)
...

. . .
...

Se(a1, ωn) . . . Se(am, ωn)

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
n(a1)

n(a2)

. . .

n(am)

⎤
⎥⎥⎥⎦ .

(6)
If the acoustic frequencies are chosen on a log scale, the matrix
in (6) becomes a diagonal matrix [22] as shown in Fig. 1. This
results in a simple inversion scheme, called the resonance bubble
approximation

n(a) =
αb(ω)δ(a, ω)

85.7a3
(7)

where αb(ω) is absorption measured in dB/m at incident fre-
quency ω and n(a) is the bubble density spectra in number of
bubbles/m3/μm. This approximation has been applied in [23]–
[28] and was found to give accurate results.

C. Quantifying Bubble Lifetime Through Void Fractions

Bubbles are created within a cloud with a range of initial
radii. The radii vary over time as bubbles dissolve or experience
a range of hydrostatic pressures as they rise or fall. Tracking of
the size of each individual bubble across time is difficult. Instead,
void fraction is commonly used as a quantity to characterize the
bubble population as a whole. The void fraction is an integration
of the gas content from all the individual bubbles present in the
measurement volume. It is defined as

η(t) =
4

3
π

∫ amax

amin

n(a, t) a3 da (8)

wheren(a, t) is the time-dependent bubble density spectran(a),
whereas amin and amax are the minimum and maximum bubble
radii taken into calculation. We define the collective lifetime
of the bubbles (or equivalently, the lifetime of the bubble cloud)
as the time from which they were injected until the time at which
the void fraction falls below a specified threshold. We choose a
threshold of 10−8, as it is the lower limit of the acoustic inversion
technique [29].

Fig. 2. Interleaved structure of the bubble probes and the PN sequences.

Fig. 3. Schematic of the experimental setup. Tx is the projector used to transmit
acoustic signals, and Rx1 and Rx2 are the receiving hydrophones for estimation
of bubbles. Rx3 is an additional receiving hydrophone located further in the
channel.

III. WIND-WAVE FLUME EXPERIMENT

A. Objectives

We designed an experiment to answer the following questions.
1) What is the lifetime of bubbles that affect the frequencies

(10–30 kHz) typically used for medium-range communi-
cations?

2) What is the impact of these bubbles on communication?

B. Experimental Setup

We conducted the experiment in the wind-wave flume at the
SIO. The facility allowed us to generate wind-driven breaking
waves similar to those found on wind-driven surfaces. To mea-
sure bubbles, we instrumented the channel with an ITC1032 pro-
jector to transmit short narrowband pulses (bubble probes). We
used three ITC6050 C hydrophones as receivers. Additionally,
we generated broadband pseudorandom noise (PN) sequences
spanning the frequency band of interest, and interleaved them
with the bubble probes. These were used to characterize the com-
munication channel in Section VI. The interleaved structure is
shown in Fig. 2. We show the schematic of the setup in Fig. 3 and
an example of how an injection was created is shown in Fig. 4.

C. Signal Design

We sent sinusoidal pulses of discrete frequencies modulated
using a tapered cosine window with tapers of 0.1. Each pulse was
10 ms in duration, and a total of 25 frequencies in the range of
16–86 kHz were concatenated back to back; the concatenation
of the 25 pulses was referred to as the bubble probe as shown
in Fig. 2. The frequency spacing for the inversion of the bubble
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Fig. 4. Side view of the wind-wave channel showing the bubble character-
ization system and bubble clouds induced by a breaking wave. The wave is
propagating from right to left and was induced to break by 15-m/s airflow in the
sealed channel headspace.

density over the chosen frequency band was optimized using the
method suggested in [22]. We computed a void fraction estimate
by first computing the bubble density time evolutionn(a, t) from
αb(ω, t) with (7), where t is the time index of the bubble probe.
Subsequently, we integrated the bubble density to obtain the
void fraction η with (8). The calculation of αb is described in
Section III-D. The void fraction estimates were obtained at a
rate of 2.5 Hz.

D. Absorption Calculation

We calculate absorption αb as

αb(ωi) = −1

d
lnA(ωi) (9)

whereωi is the center frequency of each sinusoidal pulse, i is the
index in the set of frequencies, and d is the distance between the
transmitter and receiver. As αb has units of Nepers per meter,
we multiply a factor of 4.34 to convert it into dB/m. A(ωi) is
calculated from ∣∣∣∣ Xbubbles(ωi)

Xno bubbles(ωi)

∣∣∣∣
where Xbubbles(ωi) is the received spectrum of the sinusoidal
pulse at its center frequency when there are bubbles and
Xno bubbles(ωi) is the received spectrum of the sinusoidal pulse
at its center frequency when there are no bubbles.

E. Results and Discussion

1) Void Fraction Measurements: Although the void fraction
is derived from bubble density estimates, we present the void
fraction results first, and the bubble density later in Section III-
E.2. We present void fraction results from two runs of the
experiment in Fig. 5. Each run lasted for 40 min, and the time
gap between two runs was 15 min. The sequence of events and
the corresponding stage of the bubble lifetime are shown in
Table II. We start the description from the first run at Stage
A. In the beginning, the wind-wave channel was completely
at rest (no wind and waves) and there were no bubbles. The
small apparent increase in void fraction at around 2 s in the
“First Run” panel of Fig. 5 seen during Stage A was due to

TABLE II
STAGES OF EXPERIMENT

TABLE III
PARAMETER VALUES FOR VOID FRACTION DECAY

electrical noise injected into the recording system when the wave
generation paddle was briefly switched on and off. At Stage B,
we switched on the paddle to produce waves. This generated
0.35-m amplitude surface waves at a frequency of 0.7 Hz. There
is a small estimated η of 10−8 due to random turbulent motions
generated by the waves, due to the increased acoustic noise due
to the machinery noise. Next, in Stage C, the wind was turned
on. The waves started to break and bubbles were injected and
thus the void fraction surged. The estimated void fraction is a
little less than 10−4. This is less than 10−2 as reported in β
plumes, as we are only tracking bubbles in the range of 200μm
and below. The void fraction contribution of bubbles larger than
200μm is not included in our estimates, because we did not
transmit probe signals resonant with these larger bubbles. As
we are not interested in characterizing the dense bubble clouds,
obtaining the actual void fraction in the dense bubble clouds is
not of crucial importance to our experiment.

After bubble injection in Stage C, we turned off the wind
and the injection stopped (Stage D). The void fraction decayed
rapidly due to loss of bubbles due to buoyancy. We fit an
exponential decay to the decreasing trend of void fraction during
the buoyancy dominated stage

η(t) = ηbouy
0 e−Γbuoyt (10)

where ηbouy
0 is the initial void fraction at the injection and

Γbuoy is the buoyancy decay constant. This is performed with
least-squares fitting. The results are tabulated in Table III. The
buoyancy decay constant is identical for both runs, suggesting
that the buoyancy process is consistent during the two runs.
After the buoyancy dominated phase, the decay rate changes
dramatically, signaling a change in the regime of bubble loss.
The decay after this time is mostly due to the dissolution of the
bubbles. We also model the void fraction decay in this stage as
an exponential decay with

η(t) = ηdisso
0 e−Γdissot (11)

where Γdisso is the dissolution decay constant. The dissolution
decay constant fitted is much smaller than the buoyancy decay
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Fig. 5. Void fraction as a function of time. The solid lines are the experimental data and the dashed lines are the fitted exponential decaying trends. (a) First
experiment run. (b) Second experiment run.

Fig. 6. Bubble spectral density measurement from the first run. On the left vertical axis is the bubble size, and on the right vertical axis is the corresponding
resonance frequency of the bubble. The white solid line is the evaluation of (12) of a 140-μm bubble at 0.85 dissolve gas saturation ratio.

constant, one can see that the dissolution process lasts much
longer than the buoyancy process. The second run shown in
Fig. 5(b) shows the same overall features as the first run with the
exception that the dissolution decay constant during the second
run is approximately half the value seen in the first run.

2) Bubble Spectra Measurements: Figs. 6 and 7 show the
bubble spectra as a function of time for the first and second runs,
respectively. In the first run, there are few bubbles in Stages A
and B. More bubbles are seen in Stage C. In Stage D, larger
bubbles are lost due to buoyancy. Subsequently, in Stage E, we
can see the loss mechanism of the bubbles starting to change.
Bubbles smaller than a particular size are suspended by wave-
induced turbulence. During this stage, the bubbles dissolve, and
their radii decrease over time due to gas diffusing out from the
bubbles. During the second run, in Stage B, we see some leftover

bubbles from the previous run. In Stage D, the trend is similar
to the first run. In Stage E, we observe that the bubbles dissolve
more slowly than they did in the first run.

3) Dissolution Analysis: Next, we analyze the bubble disso-
lution process. The bubble dissolution process is well captured
by Epstein and Plessets’ equation [30]

da

dt
= −D

1− γ + 2σ
Paa

1 + 4σ
3Paa

[
χ

a

]
(12)

where χ = RT/KH . The parameters in (12) are defined in
Table IV. This model is a differential equation that gives the
radius of a single bubble with respect to time as it dissolves in
water. Specifically, it predicts the reduction in the size of a single
bubble due to air diffusing through the air–water boundary of
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Fig. 7. Bubble spectral density measurement from the second run. The white solid line is the dissolution curve from (12) at 0.90 dissolve gas concentration,
showing the modeled largest bubble size as a function of time.

TABLE IV
TYPICAL PHYSICAL PARAMETER VALUES IN (12)

the bubble as time passes. Although the model only accounts
for a single component of gas, this model has been verified
to be sufficiently accurate in clean water (without surfactants)
for the bubble sizes we are interested in [31]. One of the key
assumptions of the model is a “clean” surface on the bubble
without a layer of coating on the boundary between air and
water. The presence of surfactants that coats on the bubble can
potentially prolong their lifetime. Furthermore, in the case of
particulates, it can cause the bubbles to persist indefinitely [32].

To validate the premise of a dissolution dominated trend in
Stage E, (12) is evaluated to predict the maximum bubble size
observable amax(t) as the bubbles dissolve. We perform the
evaluation with a fourth-order Runge Kutta method with typical
parameter values as shown in Table IV. We use 0.85 for γ, as
this is a typical value for the dissolved gas saturation for the
temperature on that day (293 K) [31].

The decrease in radius over time of an initially 140-μm bubble
is overlaid on our bubble measurement results as shown in Fig. 6
(Stage E). We find an agreement of the theory and measurement
from the 23rd to the 35th minute, suggesting that the bubbles
are indeed dissolving. However, after the 35th minute, we find
that the bubbles stop dissolving and are stabilized. This could
be due to surfactants covering the surface of the bubble and thus
preventing air from further diffusing into the water. We refer to
these long-lasting small bubbles as the suspended microbubbles.

We compare the dissolution trend in both runs. Although the
bubbles that are suspended in both runs are 140 μm and smaller,
the rate at which the bubbles reduce in size is a factor of 2 slower
in the second run. This is very likely due to a higher starting
dissolved gas concentration in the second run. The dissolved gas
concentration in the water increased because the bubbles injected
in the first run dissolved into the water to become dissolved
gas. As the water was then more saturated with gas, subsequent
dissolution was slower, and as a result, the bubbles took longer
to dissolve. For a quantitative comparison, we compare the
measurements with a dissolution trend of a 140-μm bubble under
a 0.9 dissolved gas concentration. We thus evaluate (12) and
overlay the dissolution curve on the measurements in Stage E
of Fig. 7. We find that the slower dissolution can be completely
explained by a higher gas concentration during the second run.
Finally, at the end of the experiment, we again observe that the
bubbles are stabilized.

An ambiguity regarding comparing the dissolution trend in a
multifrequency measurement is that the dissolution of a single
bubble against the backdrop of bubble density measurements
is somewhat dependent on the color-scale chosen. While the
general dissolution trend of all the bubbles present in the system
is unmistakable regardless of the color-scale chosen, the ambi-
guity is inherently due to the uncertainty regarding the largest
bubble suspended, which is chosen based on the noise floor
defined by the multifrequency measurements. If one were to
argue that the noise floor should be slightly higher, the largest
bubble suspended would be slightly smaller, so would the decay
of the bubble densities over time. If one were to evaluate the
bubble dissolution theory with a smaller starting bubble size, in
this case, the dissolution trend would still be apparent and not
affected by the largest bubble suspended.

4) Dissolution Lifetime: In Fig. 8, we show the portion of the
dissolution curve that was overlaid on the experiment data. We
can easily deduce that the bubbles have not completely dissolved
during the experiment. Most of the bubbles that are left are
the ones smaller than 100 μm. Thus, we can deduce that these
bubbles can last for 40 min or more after the initial turbulent
period, even in the case where there are no significant surfactants
in the water.
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Fig. 8. Theoretical dissolution curve from (12) at a dissolved gas concentration
of 0.85. Dotted line is the portion of the theoretical dissolution curve overlaid
on the measurement data in Fig. 6.

Fig. 9. Experiment setup to measure the lifetime of microbubbles in both clean
saltwater and sampled seawater.

IV. LIFETIME OF MICROBUBBLES STABILIZED IN SEAWATER

To determine the lifetime of the micro-bubbles, we conducted
a second experiment. The objective of this experiment was to
measure the lifetime of microbubbles in seawater samples from
a marina. As a control, we compare the microbubbles’ lifetime
in artificial “clean” saltwater.

A. Experimental Setup

The experimental setup is depicted in Fig. 9. We prepared
artificial saltwater and sampled seawater from a marina in Sin-
gapore. Saltwater was chosen as a control instead of freshwater
because it is known that salt would prevent the coalescent of bub-
bles [33]. Artificial saltwater of 35-ppt salinity was prepared by
adding the right amount of salt (NaCl) into tap water. We stirred
the solution for 3 h and used a conductivity sensor to confirm the
salinity. The conductivity values matched the targeted salinity
within 5%.

The experiment was conducted in a metal tank (60 cm ×
30 cm) as shown in Fig. 9. We used a flow generator to simulate
ocean turbulence. The flow rate of the flow generator was around

30–35 L/min. An air pump was connected to a wooden bubble
generator to generate bubbles. The bubbles generator was chosen
because the pore sizes of the wood were in the scale of tens to
hundreds of micrometers, roughly corresponding to the size of
the bubbles we intended to emulate.

The flow rate of the air pump was around 1–2 L/min. The
setup was verified to be able to produce bubbles in the range of
20–200 μm through an image analysis [34, p. 29]. We inserted
the bubble generator into the tank for 5 min to generate bubbles.
After this, the bubble generator was removed from the setup, and
we observed the decay of the void fraction without further in-
jections. This procedure was repeated five times with new water
samples. For bubble measurements, the bubble spectral density
and void fraction computations were similar to the procedure as
described in Section II. We measured the absorption between
two transceivers and inverted for the bubble spectral density and
computed the void fractions over time. The tank was cleaned and
wiped thoroughly every time the water was changed to avoid
contamination. The dissolved gas saturation ratio was always
controlled at 100% (or ratio of 1) at the start of the experiment
by injecting bubbles and using a dissolved oxygen sensor to
measure the dissolved oxygen in the water at the start of every
run.

B. Results

The time-varying decay in void fraction for both natural and
artificial seawater experiment are shown in Fig. 10. Bubbles
in contamination-free artificial saltwater completely dissolve
in 40–75 min, whereas bubbles in sampled seawater can last
for 95–160 min. This experiment clearly shows that the bubble
lifetime is prolonged by some factor in natural seawater that
inhibits dissolution. We see that dissolution theory predicts the
dissolution lifetime for pure saltwater well, but cannot predict
the lifetime of surfactant stabilize bubbles. In ocean waters near
the marina, where surfactants are abundant, the lifetime of the
microbubbles can be a few hours.

V. DISCUSSION

From the experiments and quantitative modeling, we observe
that both dissolved gas concentration and stabilizing factors,
such as particulates and surface-active compounds, contribute
to the longevity of the microbubbles. Given that the lifetime
of microbubbles can greatly exceed the time interval between
the arrival of two consecutive ships as they pass through in busy
shipping lanes (e.g., hours of lifetime as compared to a ship every
5–10 min in Singapore waters), we argue that the microbubbles
never truly fade away. The injection rates are much higher than
the lifetime of these bubbles. Furthermore, the constant injection
of bubbles also drives up the dissolved gas concentration, which
causes subsequent injections to last longer than the previous,
therefore, making a persistent presence of microbubbles near
busy shipping lanes more likely. Of course, the presence of the
microbubbles and their spatial extent is not only determined by
the lifetime of the bubbles, but also depends on other factors,
such as current advections, mixing forces in the ocean, and the
vertical distribution of the bubbles. A thorough analysis of these
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Fig. 10. (a) Void fraction decay for pure saltwater. (b) Void fraction decay for sampled water from a marina in Singapore.

factors is beyond the scope of this article. However, one has to
acknowledge that the long life time of the bubbles can have a
significant impact on their spatial reach.

We summarize the following key findings from the bubble
measurements.

1) After injection, there are a lot of bubbles that last for a few
minutes. The attenuation during this period is high.

2) The large bubbles rise up and are rapidly lost, but the
smaller bubbles are eventually stabilized. These small
bubbles have the potential to last for hours. We refer to
them as the suspended microbubbles.

3) The suspended microbubble cloud consists of bubble sizes
of about 100 μm and below. The void fraction in these
clouds is about 10−7.

The high attenuation from the dense bubble clouds is confined
to the locality of the injection, typically in shipping lanes or
in areas with strong winds, and only occurs at times imme-
diately following the injection occurs. What is most likely to
be experienced by typical underwater acoustic communication
channels is the dissolution dominated phase (Stage E). This is
because, during this phase, the bubbles are diffused and can
be carried (advected by currents) to locations that are distant
from their injection point. The spatial scale of the suspended
microbubbles extends as far as the currents can carry them
during their lifetimes. As such, we hypothesize that suspended
microbubbles present a persistent challenge to communication
systems in regions where they can be stabilized and are injected

at intervals shorter than their persistence. Thus, we focus on the
characterization of the suspended microbubbles next.

VI. IMPACT ON COMMUNICATION SYSTEMS

A. Stochastic Nature of the Microbubbles

Acoustic propagation in a bubbly medium can be character-
ized through the complex wavenumber [35]

k2m(ω) = k20(ω) +

∫ amax

amin

h(a, ω) n(a) da (13)

where
km complex wavenumber in the medium;
k0 wavenumber without bubbles, k0 = ω/c, c is the

bubble-free sound speed;
a bubble radius;

h(a,w) scattering coefficient of one bubble of radius a [36];
amin and amax minimum and maximum bubble radii present

in the bubble population;
n(a) bubble spectral density that describes the amount of

bubbles as a function of radius per unit volume per unit
radius increment.

As the cloud of suspended microbubbles is assumed to con-
sists of a small number of bubbles with a void fraction of around
10−7, the integral in (13) results in a value that is small compared
to the bubble-free wavenumber k0. By moving the k20 term in
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(13) down to the denominator, we obtain

k2m/k20 = 1 +
1

k20

∫ amax

amin

h(a, ω) n(a) da. (14)

Then, moving the square term to the right

km/k0 =

[
1 +

1

k20

∫ amax

amin

h(a, ω) n(a) da

]1/2
. (15)

Equation (15) can be approximated with a Taylor series when
the second term is small

km ≈ k0 +
1

2k0

∫ amax

amin

h(a, ω) n(a) da. (16)

Note that (1 + x)α ≈ (1 + αx)when x is small. Since we know
that the bubbles that are suspended are about 100μm and smaller,
and a 100-μm bubble resonates at 33 kHz near the surface, it
is reasonable to assume that for communication systems that
operate at frequencies below 33 kHz, sound absorption driven
by bubble resonance is not the dominant propagation effect. The
respective resonance frequencies of the suspended microbubbles
can be obtained from the right vertical axis of Figs. 6 and
7. One can see that in Stage E, since low-to-mid frequency
communication systems are out of the resonance region of the
suspended bubbles, the scattering coefficient for bubbles of dif-
ferent sizes shows small values when compared to those bubbles
in resonance (see [21, Fig. 8.2.4]). Since the bubbles are already
in the nonresonance regime, we assume that as these bubbles
dissolve, the change in the scattering coefficient is small as
compared to the case if the bubble dissolves and thereby transits
from resonance regime to the nonresonant regime. As these
subresonance bubbles are randomly advected by turbulence, the
number of them interacting with each acoustic path changes
with time. This results in a quasi-stationary time fluctuation of
the complex wavenumber

km(t) = k0 +Δk(t) (17)

where the fluctuation of the wavenumber Δk is due to the ran-
dom motion of these subresonance scatterers, which have largely
uniform scattering coefficients. Since the change in scattering
coefficient is small as the bubbles dissolve, we assume that the
variation is mostly driven by turbulence. We assume that the
statistics of the variation to be stationary for the time frame
relevant to communication systems (a few seconds for a packet),
as the time coherence of the turbulent motion is on the scale of
minutes to hours [37], [38]. To model the stochastic effect of the
turbulence, we note that the bubble-free wavenumber k0 is a con-
stant, whereas the variation caused by the turbulence-advected
microbubblesΔk(t) is random. As such, we can use a stationary
random process Rp(t) to model the variation where Rp(t) has
a statistical distribution and a power spectral density (PSD)
associated with it. The distribution describes the excursion from
the mean and the PSD characterizes the time correlation

km(t) = k0 +Rp(t). (18)

We model the distribution to follow a Gaussian distribution,
invoking the central limit theorem to justify the choice. Propa-
gation through a multiplicative concatenation of a large number

of random scatterers would result in a Gaussian distribution of
the variation in the dB scale

log(X1X2X3. . .) = logX1 + logX2 + logX3 + · · · (19)

where X is a random variable representing the scattering co-
efficient of one bubble. We can further factor out the standard
deviation of the random process, and use a standard Normal
distribution as the base

km(t) = k0 + σkζ(t) (20)

where
σk standard deviation of the variations of the wavenumber;

ζ(t) generic random process with a standard normal distri-
bution and a PSD associated with it.

As the real part of the complex wavenumber is the phase and
the imaginary part is the amplitude, we have only three variables
to determine; first, σa, the standard deviation of the amplitude
variation, second, σθ, the standard deviation of the phase vari-
ation, and third, the PSD of ζ(t). We extract these statistics
from the PN sequence in the wind-wave channel experiment
and quantify the impact of this variation on the performance of
communication systems.

B. Propagation and Scattering Conditions During Experiment

In Fig. 11, we show an illustration of the propagation and
scattering conditions during the various stages of the experiment.
In Stage A, there were no wind and waves, the surface was flat.
In Stage B, we turned on the paddle and waves were produced.
In Stages C and D, there were a large number of bubbles and in
Stage E, there was a long-lasting presence of microbubbles. The
waves in Stage B and Stage E were controlled to be identical.
The microbubbles that persist caused an increase in channel
variability that we intend to quantify.

C. PN Sequence During Experiment

The PN-sequence probes were in the frequency range of
18–30 kHz, modulated at baseband signaling rate of 12 kbaud
with a BPSK modulation scheme. The carrier frequency fc
was centered at 24 kHz. The PN sequence was generated as
a maximal length sequence of m = 9, with a repetition of
Trep = 3, which resulted in Nc = (2m − 1)Trep = 1533 chips
(approximately 120-ms duration). The probe was concatenated
with the bubble probes back-to-back as shown in Fig. 2.

D. Channel Estimation

We match filtered the received and transmitted probes to
estimate the channel

Rxy(τ) = E{x̃(t)ỹ(t− τ)} (21)

where x(t) is the transmitted probe and y(t) is the received
probe, and x̃(t)and ỹ(t) are the Hilbert transforms of those
signals. Here, τ is the time delay. We extracted the amplitude
and phase from the output of the matched filter, as the phase and
amplitude of each path are the delayed and attenuated copies of
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Fig. 11. Illustration of the propagation and scattering conditions during the various stages of experiment (not drawn to scale).

TABLE V
MODEL CALCULATIONS OF PATH ARRIVAL TIME AND

OBSERVED ARRIVAL TIME

the autocorrelation function of the transmitted signal

Rxx(τ) = E{x̃(t)x̃(t− τ)} (22)

Rxy(τ) =

P∑
p=1

ape
−jθp |Rxx(t− τp)|. (23)

where ap is the instantaneous amplitude for each path, τp is
the arrival time delay for a specific path, and P is the number of
discrete paths that had amplitudes above a certain threshold. Fur-
thermore, θp is the residual phase of each path, i.e., θp = 2πfcτe,
and τe is the excess delay within the minimum resolution.

E. Choice of Window Length

We balanced the contention between the quality of the channel
estimates and the channel sampling rate by specifying the mini-
mum SNR for the application. Subsequently, we determined the
corresponding window length required. This length thus limits
the sampling rate of the channel. The minimum window length
was 12 ms for Rx2. This corresponded to a channel sampling rate
of 83 Hz. There was no overlap between the windows. As such,
each channel estimate was a snapshot that was independent of
the previous one. A good review regarding the tradeoff between
the quality of the channel estimate and the channel sampling rate
can be found in [39] and [40].

F. Data Processing

In Fig. 12(a), we show the estimation of the channel at Rx2
during Stage A. The impulse response shows two significant
peaks. The two peaks correspond to two different paths. The
direct and surface paths are identified by geometry as shown in
Table V. Subsequently, in Fig. 12(b), we show a concatenation of
the snapshots of the channel during the transition from Stage A to
Stage B. We can see that the surface path starts to oscillate when
there are waves present, but more importantly, the direct path

Fig. 12. (a) Channel estimates of the channel at Rx2 at Stage A. (b) Con-
catenation of the snapshots of CIRs during the transition from Stage A to
Stage B.

is unaffected by wave movements. As such, by extracting the
amplitudes and phases from the direct path only, we eliminate
the phase and amplitude variations from the moving surface.
This allows us to isolate the variations due to transducer motion1

and bubble motion alone. We extract the amplitude and the phase
of the direct path from each channel snapshot as follows:

1Although the transducers are rigidly mounted, the mounting structures
experience small amount of motion due to changing forces from the waves.
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Fig. 13. Amplitude and amplitude fluctuation of the direct path. Data show the increase in variability during Stage E as compared to Stage B. (a) Amplitude of the
direct path during the whole experiment run. On the thin solid line is the 4-s moving average value. (b) Amplitude fluctuations, i.e., Δa(t) = adirect(t)− ādirect(t),
where ādirect(t) is the 4-s moving average.

Fig. 14. Amplitude distribution and PSD of the variations in Stage B and Stage E. From (a) to (b), there is an increase in the width of the distribution following
the presence of microbubbles in Stage E. In (c), the data show that there is an increase in variations in the higher frequencies after bubbles were introduced. (a)
Amplitude distribution: Stage B. (b) Amplitude distribution: Stage E. (c) Spectral analysis.

1) for every time snapshot tn;
2) find the first maxima in Rxy(τ, tn) above a threshold and

note its corresponding delay time as τdirect.
3) for τdirect, assign adirect(tn) = |Rxy(τdirect, tn)|, and

θdirect,tn = ∠Rxy(τdirect, tn);
4) compensate phase associated with delay by: θdirect,tn =

(τdirect,tn − τdirect,t0)2πfc/Δτ + ∠Rxy(τdirect, tn), where
Δτ is the passband sampling interval.

G. Results

1) Amplitude Fluctuations: In Fig. 13(a), initially in Stage
A, the variability is low, as the channel is at rest. During Stage
B, the variability increases as there are wave-induced transducer
motions. At Stage C, the channel is completely blocked. At Stage
D, the signal recovers rapidly due to buoyancy. At Stage E,
there is a slow recovery due to the dissolution of bubbles. To
remove the trend on the longer time scales, we perform a detrend

operation with a moving average of 4 s. The results are shown in
Fig. 13(b). We observe the variability increase in Stage E, which
is due to the propagation through the suspended microbubbles.

We show the amplitude distribution of the direct path in Stages
B and E in Fig. 14(a) and (b), respectively. We observe an
increase in variability from the data. We compare the data with
a fitted Gaussian distribution in the plot. The resulting standard
deviation is 0.12 dB for Stage B and 0.18 dB for Stage E.
Subsequently, we show the spectral analysis of the amplitude
variations in Fig. 14(c). We find that while the time correla-
tions on the 1–10-Hz scale are almost identical (wave-induced
transducer motion is consistent), the time correlation from 20 Hz
onward is different. This is due to the fast turbulent motion that is
randomly transporting the bubbles. We note that the fluctuation
is linearly proportional to the intersection length between the
path and the plume [41]: σa = σ0

a d, where σ0
a is the normalized

variability per meter. For an intersection length of 0.36 m, we
measure an increase in standard deviation of 0.06 dB, thus the
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Fig. 15. (a) Extracted phase in radians. (b) Phase fluctuations after the detrend operation. The standard deviation in Stage B is 0.029 and the standard deviation
in Stage E is 0.039. One can also see an increase in the variability from Stage B to Stage E. (a) Phase of the direct path during the whole experiment run. The thin
solid line is the 4-s moving average value. (b) Phase fluctuations, Δθ(t) = θdirect(t)− θ̄direct(t), θ̄direct(t) is the 4-s moving average.

Fig. 16. Phase distribution and PSD of the variations in Stages B and E. (a) Phase distribution: Stage B. (b) Phase distribution: Stage E. (c) Spectral analysis.

variability per meter is estimated to be 0.16 dB/m. In the case of
a ship wake plume, an intersecting length of somewhere between
100 and 102 m is possible, depending on channel geometry and
plume size. Thus, the possible values of the standard deviation
σa lie somewhere between 0.16 and 16 dB depending on how
much the path intersects the plume.

2) Phase Fluctuations: Phase variability is shown in
Fig. 15(a) and (b). The trend is largely similar to that of the
amplitude fluctuation, with the recovery of the phase being
attributed to the recovery of the sound speed in the bubbly
medium. We perform the detrend operation with a 4-s moving
average. The residual phase variability is shown in Fig. 15(b)
and 16. Similar to the amplitude fluctuations, we observe an
increase in variability in the phase. The phase time correlations
exhibit a similar trend to the amplitude time correlations. The
increase in standard deviation of the variability is 0.01 rad for
0.36 m, therefore the variability per meter is 0.0278 rad/m. Thus,
for a ship wake plume, depending on the intersection length
between the path and plume, the increase in variability should
lie somewhere between 0.0278 and 2.78 rad.

TABLE VI
DFE PARAMETERS

H. Impact of Variability on Communication

The communication impact of the microbubbles is shown in
Fig. 17. We apply an adaptive DFE with the least mean squares
algorithm along with the parameters as shown in Table VI. We
measure performance in terms of mean square error (MSE) as
follows:

MSE = 10 log10
1

Nd

Nd∑
i=1

|di − d̂i|2 (24)
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Fig. 17. (a)–(c) Outputs of the DFE after equalization for Stage A, Stage B, and Stage E. (a) Measured: Stage A, no waves, no microbubbles. (b) Measured:
Stage B, with waves, no microbubbles. (c) Measured: Stage E, with waves, with microbubbles. (d) Projected variability at an intersection length of 100 m based
on the measured variability.

where di is the actual symbol transmitted, d̂i is the soft decision
of the equalizer, and Nd is the total number of symbols. In
Fig. 17(a)–(c), we show the constellation diagram of the equal-
ized received symbols in Stages A, B, and E, respectively, and
we show the MSEs in their respective plots. We observe that
although the DFE is able to track the slow variation through the
adaptation of the filter coefficients [42], we see that the faster
variations are reflected in the MSE; this can be seen as the MSE
increases from Fig. 17(a)–(c). In Fig. 17(a), we observe that the
MSE is mostly due to inherent noise. In Fig. 17(b), when the
waves are being generated, the MSE increases by 0.86 dB due
to wave motions. In Fig. 17(c), from Stage B to Stage E, the MSE
further increases by 0.58 dB, and this is due to the propagation
of the signal through these fast-moving suspended bubbles. The
increase in variability is not visually apparent due to the small
intersection length. As the length of the channel increases, we
expect the variability to increase dramatically. We simulate the
projected variability for an intersection length of 100 m to the
measured signal and show the results in Fig. 17(d). To eliminate
the competing contention between increasing variability and
decreasing SNR with the increase in distance, we compensated
the SNR in Fig. 17(d) to match the SNR in Fig. 17(c) by
increasing the transmitting power. As such, the increase in bit

errors in Fig. 17(d) is solely due to the increase in channel
variability, which in turn is due to the increase in the number
of suspended microbubbles as the intersection length increases.

VII. LARGE-SCALE VARIABILITY

We also observe slow variations that were superimposed on
the fast variations as described earlier. The slow variations are
attributed to the large-scale advection of the inhomogeneous
bubble clouds. As the bubble clouds exist in distinct plumes, the
number density of them across space is largely inhomogeneous.
As these bubbles clouds are being transported by the currents on
a periodic basis in the channel, they produce time correlations
of the signal on a few minutes interval. We illustrate this effect
with the data from Rx3.

A. Channel Impulse Response (CIR)

We show the CIR measured at Rx3 in Fig. 18. We predict the
arrival time of each path and match it with the experimentally
observed arrivals (see Table VII). We then label the paths to the
arrivals in Fig. 18.
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Fig. 18. CIR at Rx3 when the channel is static initially. On the labels are assigned paths of each arrival based on calculations from the channel geometry. On the
upper double arrow is the movement of the surface path when the waves are on. As wave height is 0.35 m peak to peak, this corresponds to ≈ 0.23 ms delay time
fluctuation.

TABLE VII
MODEL CALCULATIONS OF IMPULSE RESPONSE ARRIVAL TIME VERSUS EXPERIMENT OBSERVED ARRIVAL TIME

Fig. 19. In the upper panel, we show the amplitude of the first most energetic arrival at Rx3 for all the channel snapshots across the time frame of 40 min. On the
two lower panels, we show an enlarged view of the variations in a time frame of 2 min for both before and after the injection. We observe that while the oscillation
on a 2-s interval is largely similar, the modulating envelope on a minute-to-minute basis is distinctly different.

B. Data Processing

As the first cluster of arrival is a mixture of the surface and
direct paths, we dub this cluster the first most energetic arrival
a1(t). In Fig. 19, we depict a1(t) throughout the experiment. In
Stage A, the amplitude had very little variation. Subsequently,

in Stage B, the amplitude starts to fluctuate. Upon examining
the cyclic structure of the fluctuations, we note that the natural
frequency of the fluctuations is almost identical to the natural
frequency of the waves, suggesting that the cyclic fluctuation
is mostly due to waves. The wave motion is integrated into the
arrival because the time separation of the direct path and surface
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Fig. 20. PSD of the variations. On the blue solid line is the spectrum at Stage
B (only waves), and on the red dashed line is the spectrum at Stage E (waves and
microbubbles advection). On the black line is the spectrum in Stage A (electrical
noise only). The wave modulation remained the same, but the subhertz band is
distinctly different.

path is less than the delay time fluctuation caused by the wave
motion. In Stages C and D, the attenuation was high. Then at
Stage E, we observe that the signal strength recovers to a steady
state. The wave modulation patterns remained the same, as the
waves were controlled to be identical throughout the experiment.
More importantly, we note that the modulating envelope on a
longer time scale is distinctly different. We attribute this to the
advection of the inhomogeneous structure of the bubble clouds.

C. Spectral Analysis

We show the spectral analysis of the signal at Stages A, B, and
E in Fig. 20. The variations at Stage A is small, the power of the
variations is at a level of about−40 dB. Furthermore, the spectral
components due to the surface waves at 0.3–0.8 Hz are identical
in Stages B and E (waves were controlled). More importantly, we
observe the larger spectral component at the lower frequencies
from 0.1 to 0.01 Hz, and we attribute this to the advection of
bubble clouds, which have inhomogeneous bubble population
in them. We observe that they have correlation time scales in the
order of minutes.

D. Mitigation

Since we observe a correlation time scale in the order of
minutes, adaptive modulation may be used to mitigate against ill
effects of bubbles. Adaptive modulation requires that the channel
coherence time exceeds the round-trip delay time by a few orders
of magnitude [43]. For a typical deployment range of a few
kilometers, the round-trip propagation time is in the order of
seconds, whereas the correlation time scale of the large-scale
advection of bubbles is in the order of minutes. This opens
up opportunities for channel conditions to be fed back to the
transmitter for the scheme to be tuned accordingly.

VIII. CONCLUSION

We designed an experiment to understand the impact of bub-
bles on acoustic communication. We found that after a bubble
injection event, the high attenuation due to dense bubble clouds

typically lasted a few minutes, during which the larger bubbles
rose up to the surface through buoyancy. Eventually, there was
a portion of small bubbles that were suspended and remained
in the water for long periods. During this phase, the bubble
lifetime was governed by dissolution, a much slower process
than buoyancy. These bubbles lasted longer and caused a more
persistent impact on communication.

The suspended microbubbles can last for hours if the bubbles
are stabilized by “dirty” seawater. As the spatial effect of these
bubbles can be extended as far as the currents can carry them
during their long lifetimes, the suspended microbubbles can have
an impact in places quite far from the sources of these bubbles.

The attenuation effects of the suspended microbubbles depend
on both the size of the bubbles that are suspended and the
acoustic frequency deployed. For frequencies lower than the
resonance of the largest suspended bubble, although attenuation
from the suspended microbubbles is usually small, these subres-
onance bubbles act as random moving scatterers and increase
channel variability. We provided a statistical characterization of
the variability in terms of its amplitude and phase distribution, as
well as their time correlation. The performance of communica-
tion algorithms in such elevated variability channels is poorer,
unless the algorithms specifically address the time variability.
The understanding of the generation and dissipation mechanism
of bubbles can enable the practitioner to design communication
systems catered for the specific environment.
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