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Abstract

Electromagnetic waves suffer from severe attenuations in water. Acoustics

is the most feasible alternative for reliable underwater sensing and

communication. Rich multipath propagation in underwater environments

leads to complicated interference patterns, making underwater environments

acoustically complicated. The ability to effectively model acoustic propagation

is vital for numerous underwater applications, such as underwater source

localization for search & rescue, path planning for autonomous underwater

vehicles, remote sensing of underwater environments and underwater

communication channel estimation. Implementing such underwater applications

using conventional acoustic propagation models is theoretically feasible, but

practically challenging.

Conventional propagation models numerically solve the acoustic wave

equation with various simplifying approximations. They require full and accurate

environmental knowledge beforehand. Environmental parameters, such as

bathymetry, sound speed profile and boundary conditions, may not always be

easily or accurately measurable. Modeling underwater acoustic propagation

under partial environmental knowledge is inevitable in practice, but cannot

be addressed by conventional models. While classical data-driven machine

learning (ML) techniques allow us to predict acoustic fields from data, they

are data-hungry and lack extrapolability and interpretability. Large-scale

iv



acoustic data acquisition in underwater environments is difficult and expensive.

Developing data-driven models that are trained to learn from scientific data

while respecting certain constraints informed by domain knowledge yields an

emerging technique called scientific machine learning (SciML). SciML leverages

complementary strengths of underlying physics and data-driven ML to tackle a

wide range of engineering and scientific problems.

Motivated by the idea of SciML, this thesis focuses on developing a hybrid

underwater acoustic propagation modeling recipe that not only learns from

data, but also utilizes the physics of underwater acoustic propagation. We

design a class of ML algorithms that the physics of acoustic propagation is

encoded in the structures of the algorithms. The functions these algorithms

learn are automatically solutions to the acoustic wave equation. We give up

the universal approximation property of neural networks, and constrain our

algorithms to only learn physically realistic functions instead. The underlying

physical constraint not only enables a data-efficient model, but also offers

flexibilities to combine classical ML models and incorporate varying degrees of

environmental knowledge, brings interpretability to trained model parameters

and generalizes well to permit extrapolation beyond the area where data are

collected. We illustrate the proposed modeling recipe based on the ray theory

and the normal mode theory. We demonstrate the flexibility and superiority

of the proposed modeling frameworks through various numerical case studies

while benchmarking against classical data-driven ML techniques. We also show

their applicability in solving practical problems that cannot be handled by

state-of-the-art modeling techniques through a real-world controlled experiment.
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Chapter 1

Introduction

1.1 Motivation

Despite the fact that water covers approximately 71% of the Earth’s surface, our

understanding of what happens beneath the water surface remains limited. A

variety of underwater activities, such as ocean exploration [1], surveillance [2],

search & rescue [3], geological survey [4] and environmental monitoring [5], have

emerged in recent decades. All these require reliable underwater communication.

Electromagnetic waves are severely attenuated in underwater environments due

to the high permittivity and conductivity of water [6]. Acoustics is a feasible

alternative for reliable underwater communication. The ability to effectively

model underwater acoustic propagation is vital in many underwater applications,

and therefore necessary although often challenging. In a typical underwater

environment, acoustic propagation exhibits strong spatial variability. Multipath

structure leads to complicated constructive and destructive interference patterns,

with details that are strongly dependent on environmental parameters. Given

detailed knowledge of an acoustic source and an underwater environment,

many popular ocean acoustic propagation models are able to predict spatial

variability of the acoustic fields in oceans [7]. Fig. 1.1 shows a complicated

acoustic interference pattern in a typical ocean waveguide generated by Bellhop
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Chapter 1. Introduction

Figure 1.1: An example of acoustic field interference pattern in a non-isovelocity
two-dimensional (2D) ocean environment due to a 5 kHz acoustic source. The
source location is labelled as the coral blue dot.

propagation model [8].

1.1.1 Applications of acoustic propagation models

Applications related to acoustic propagation modeling in underwater

environments can be broadly categorized into two main classes: forward

problems and inverse problems. The forward problems seek to estimate the

acoustic fields at various receiver locations assuming all required environmental

parameters are known [9]–[11]. On the other hand, inferring unknown

environmental parameters from acoustic measurements is of interest to the

inverse problems [12]–[15]. Common inverse problems mainly focus on source

localization and remote sensing of ocean environments [16].

For example, a deep ocean search for an aircraft black box is a typical

inverse problem associated with underwater source localization. Consider a

black box search task for Malaysia Airlines Flight 370 (MH370) which crashed
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into the Indian Ocean in 2014. A saltwater-activated pinger mounted on the

aircraft black box transmits acoustic pings at 37.5 kHz periodically for a month,

after which the black box would lie on the seabed silently. Therefore, timely

and accurate localization of the black box is extremely important for airplane

crash investigations. A state-of-the-art black box retrieval strategy employs a

two-phase search scheme [17]. The initial phase surveys the bathymetry in a

search space using surface vessels with multi-beam sonars to understand the

detailed seabed terrain. This is to ensure underwater search devices (e.g., towed

pinger locator (TPL), tow-fish or autonomous underwater vehicle (AUV) with

multi-beam sonars and side-scan sonars) can operate effectively and safely.

Guided by the surveyed bathymetry, the search area is then divided into

subdomains in the second phase and the search devices are deployed to sweep

through each subdomain to listen for the pinger. Once the ping is detected,

resources are focused on searching in the direction where the measured acoustic

intensity increases. Fig. 1.2 illustrates a typical setup that US Navy used to

search for the MH370 black box. However, the conventional search strategy that

deploys sizable surface vessels to tow the search devices incurs high operational

costs and furthermore a lot of time may be expended, especially if the search

area is immense∗.

A few possible pings in the same vicinity were reported during the initial

search. Unfortunately, the investigators were unsuccessful in locating the black

box until all search systems stopped detecting any acoustic pings a few days

later [17]. Eight years on, MH370 is still an unsolved mystery. The pings
∗The primary search area of the MH370 was about 60,000 km2 and the deepest part was

approximately 6,000 m [17].
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Figure 1.2: A state-of-the-art setup used in MH370 deep sea black box search
by US Navy [18].

detected over that few days might be the closest moments to the truth. Why

is it so hard to locate the black box even though pings are already detected?

As shown in Fig. 1.1, the ocean is a rich multipath environment, leading to

complicated interference patterns. A location with weak signal strength does not

necessarily mean it is further away from the source than a location with strong

signal strength. Searching the source based on the received signal strength in

such an acoustically complicated environment is not effective.

If we have an underwater propagation model that can accurately model the

multipath acoustic propagation of the signal from the black box in the search

area, a few measurements at different locations may be sufficient to locate the

black box once pings are detected. This basic idea has been explored in matched

field processing (MFP) [19]. We can reduce implementation complexity and cost

in subdomain searches by using AUVs, each fitted with a low-fidelity acoustic
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sensor. In this way, we can deploy multiple AUVs to survey the subdomains

concurrently and avoid the use of several surface vessels to tow the devices. Once

the pings worth investigating have been detected, the AUV can adaptively plan

its path to maximize information gain of the pinger location by incorporating

the measurement history. This ensures that we can effectively locate the black

box using the MFP within the shortest possible time.

Additionally, the multiple AUVs deployed for subdomain searches need to

communicate with a master surface vessel, so that personnel on board the vessel

can analyze the measured data and send commands in real time. However, the

received acoustic intensities exhibit significant spatial fluctuations in underwater

environments. The communication and navigation performance of a moving

AUV through acoustics is highly variable and strongly depends on its spatial

location with respect to the master vessel. If the environment is well understood,

we can use conventional propagation models to predict AUV’s nearby acoustic

field patterns while it executing the mission. The AUV can then plan its path to

maintain reliable navigation and communication performance with the master

vessel throughout the mission. This is a typical forward problem that uses

acoustic propagation models to predict acoustic fields for path planning given

environmental knowledge.

Remote sensing of underwater environments, also called geo-acoustic

inversion in literature, is a popular inverse problem. Characterizing geo-acoustic

parameters, such as physical properties of seafloors, through direct measurements

is often hard and infeasible in practice. Geo-acoustic inversion techniques

estimate environmental characteristics through acoustic field data with the aid of
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acoustic propagation models [20]. Geo-acoustic inversions are potentially faster

and less expensive than direct measurements without disturbing geo-acoustic

properties [21]. Moreover, effectively estimating channel state information in

underwater environments is a key step in underwater communication system

design and validation. This is a typical forward problem and can be readily done

using acoustic propagation models if environments are well understood [22].

1.1.2 Limitations of conventional propagation models

Underwater acoustic propagation models play a key role in many underwater

applications, including but not limited to the aforementioned applications.

Conventional models require accurate environmental knowledge to make good

predictions of acoustic fields. Accurate measurements of environmental

parameters, such as sediment properties, sound speed profile (SSP), bathymetry,

internal waves, suspended bubbles, may be difficult or expensive in practice.

Even in cases where such information is available, it may not always be

straightforward to incorporate the knowledge into models. In addition, there

are two more limitations of conventional models–high computational complexity

for three-dimensional (3D) underwater environments and poor generalization

for confined water environments, such as tanks, pools, estuaries and artificial

lakes. The limitations of conventional propagation models make numerous

underwater applications that heavily rely on acoustic propagation models

practically infeasible.
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1.1.3 Data-driven alternatives

The availability of datasets has driven rapid growth in the development of

data-driven machine learning (ML) algorithms over the past years [23]. ML

algorithms allow computers to automatically learn from data and perform

certain tasks that were previously considered difficult [24]. Although accurately

measuring all environmental parameters required by conventional models can be

hard and costly, collecting a small number of acoustic measurements may not

be. A mobile underwater platform, such as an AUV or a profiling float, equipped

with a low-fidelity acoustic transducer can do the job. Many underwater

applications benefit from the use of ML [25]. For example, acoustic fields

may be modeled using classical data-driven ML techniques such as Gaussian

process regression (GPR) [26] or deep neural networks (DNN) [27], assuming

sufficient training data and network capacity are provided. Since data-driven

approaches only require acoustic measurements for training, they eliminate the

need of having full and accurate prior environmental knowledge, and can work

in any underwater environment. However, two key problems that limit their use

in acoustic propagation modeling are the necessity of a large training dataset,

and the inability to extrapolate well [28]. The cost of large-scale acoustic data

acquisition is inevitably high, as underwater environments are expensive to

operate in.

1.1.4 Research question

Conventional acoustic propagation models solve the acoustic wave equation [29]

with approximations. They do not need training data, but require accurate
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environmental knowledge. Predicting acoustic fields through the data-driven

ML techniques eliminates the necessity of having prior environmental knowledge

at the cost of using extensive acoustic data. This dichotomy naturally leads us

to a research question in the field of underwater acoustics: how to effectively

model acoustic propagation in any underwater environment using a small amount

of acoustic data and limited environmental knowledge? Viable solutions to

this research question benefit a wide range of underwater applications which

used to be considered practically infeasible in partially unknown underwater

environments using conventional propagation models. Underlying domain

knowledge can constrain a data-driven algorithm to only learn physically realistic

functions, enabling a data-efficient algorithm. Developing a hybrid propagation

model that not only learns from data, but also utilizes the knowledge of the

physics of acoustic propagation, appears to be a promising direction. Therefore,

this thesis focuses on exploring physics-aided data-driven solutions to the stated

research question.

1.2 Objective

The main objective of this thesis is to explore physics-based data-efficient

underwater acoustic propagation modeling frameworks that are capable of

modeling any underwater environment. The modeling frameworks offer

flexibility to incorporate varying degrees of environmental knowledge and

generalize well to permit extrapolation beyond the area where data are collected.
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1.3 Contributions

The followings are the main contributions of this thesis:

1. We develop a recipe to generate physics-aided data-driven acoustic

propagation frameworks that efficiently solve the acoustic wave equation.

The proposed recipe is able to utilize any available environmental

knowledge to solve the acoustic wave equation in a desired number of

dimensions (typically one-dimensional (1D), 2D or 3D). It does not require

a large amount of training data, and has the ability to extrapolate beyond

the region where data are collected.

2. The proposed modeling recipe supports composition, thus enabling us to

combine purely data-driven ML models and physics-aided ML models into

a single propagation model.

3. The proposed modeling recipe brings interpretability to the trained

model parameters, which is particularly useful for geo-acoustic inversion

problems.

4. We demonstrate a ray-based data-driven acoustic propagation modeling

framework for high-frequency underwater applications based on the ray

theory.

5. We demonstrate a mode-based data-driven acoustic propagation modeling

framework for low-frequency oceanic applications based on the normal

mode theory.
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6. We model 3D acoustic propagation in a highly reverberant water tank

with an unknown sidewall reflection model. Modeling such an acoustically

complicated confined water environment under partial environmental

knowledge is practically infeasible using conventional modeling techniques.

7. We propose a robust time-efficient single-hydrophone underwater acoustic

source localization algorithm with an informative path planning policy.

With the aid of our modeling framework, we can experimentally validate

the proposed source localization algorithm in a partially unknown

environment. This used to be extremely challenging using conventional

propagation models.

1.4 Thesis organization

To highlight key limitations in conventional underwater acoustic propagation

models that motivate us to bridge the gap in the following chapters, Chapter 2

dives into the application of deep sea black box search by proposing an

informative path planning policy for single-hydrophone underwater acoustic

source localization. Chapter 3 presents a brief review of preliminary concepts

in underwater acoustics, and works related to underwater acoustic propagation

modeling and acoustic path planning.

In Chapter 4, we propose a hybrid high-frequency data-efficient underwater

acoustic propagation modeling framework based on the ray theory [30] and

demonstrate its uses in both forward and inverse problems through four

numerical experiments. With the aid of the proposed hybrid modeling

framework, we experimentally model 3D acoustic propagation in a highly
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reverberant water tank using partial environmental knowledge in Chapter 5.

The high-frequency approximation in the ray theory breaks down at low

frequencies. The normal mode theory [31] is often used in such cases. In

Chapter 6, we tailor the proposed acoustic propagation modeling recipe based

on the normal mode theory to benefit low-frequency oceanic applications. We

demonstrate its capabilities through field prediction and SSP inversion problems

in simulation.

It is infeasible to practically implement applications that heavily rely

on conventional acoustic propagation models in largely unknown underwater

environments. This practical problem in acoustic modeling motivates our

research. With the aid of our proposed modeling framework, in Chapter 7,

we experimentally validate the path planning policy proposed in Chapter 2 to

locate an acoustic source in the partially unknown water tank to close the loop.

Finally, Chapter 8 summarizes the key results of the thesis and outlines the

directions of future work.
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Chapter 2

Single-hydrophone Underwater Source Localization

In Chapter 1, we touched upon the deep sea black box search problem

that motivates our research. In this chapter, we dive into it by exploring

a time-efficient single-hydrophone underwater source localization algorithm.

Conventional underwater source localization strategies are either costly or time

inefficient. An alternative approach needs to be explored to overcome such

limitations. If an underwater source could be located using a single low-fidelity

acoustic sensor, the cost and complexity of source localization applications could

be greatly reduced. The key idea is to mount the sensor on an AUV and use the

motion of the AUV to spatially sample acoustic fields produced by the source,

and then apply the MFP technique to locate the source. The natural next

question is: how should the AUV move in order to get the best localization

performance in the shortest possible time? This important question is the focus

of this chapter. The hurdle we encountered while practically demonstrating the

localization algorithm in a partially unknown environment leads us to a research

question in underwater acoustics and is addressed in this thesis. The work

presented in this chapter is published in [32] and [33].
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2.1 Conventional underwater source localization

Conventionally, an underwater acoustic source can be located using a hydrophone

array or a single hydrophone. The hydrophone arrays used in such applications

are normally bulky. For example, in [34], a 16-element vertical line array with

a 3.75 m inter-element spacing is deployed to locate a source 3,000 m away

from the array. A sizable surface vessel is required to tow such an array. The

implementation complexity and cost are thus high. Taking full use of arrival

structures of acoustic signals measured by a hydrophone is a popular strategy

used in single-hydrophone source localization. While the implementation

complexity and cost are lower in comparison with the hydrophone array methods,

the poor spatial diversity that a single hydrophone offers limits its localization

performance.

2.1.1 Source localization using a hydrophone array

Majority of commonly used techniques for underwater source localization using

a hydrophone array can be generally classified into beamforming [35], MFP [36],

time of arrival (TOA) [37], time difference of arrival (TDOA) [38] and data-driven

ML [39].

Beamforming is a space-time signal processing technique that fuses the

signals received at each element of a hydrophone array to estimate a source.

The classical beamformers perform poorly in terms of model robustness and

angular resolution [40]. Later research improves them using techniques such as

compressive sensing [41] and iterative beamforming [42]. However, the angular

resolution of such a spatial filtering approach is limited by the aperture of the
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hydrophone array deployed [40]. The beamwidth decreases as the number of

array elements and the inter-element spacing increase. The large inter-element

spacing creates non-desired lobes in other directions. The number of array

elements is inevitably large in order to achieve a good angular resolution.

MFP can be seen as a generalized beamformer that uses spatial variability

of acoustic fields to localize a source or infer unknown environmental

parameters [36]. This idea dates back to 1976 when authors first propose

a quadratic detector to match measured cross-spectral matrix with modeled

matrixes [43]. In MFP, the requirement of having a completed and accurate

set of environmental parameters is necessary but often impractical. While later

research builds upon this pioneering work to improve the algorithm robustness

to combat the effects of environmental mismatch [44], [45], MFP models have

limited performance in largely unknown underwater environments.

TOA and TDOA are two commonly used source localization approaches

based on time measurements. In order to translate arrival time measurements

into range information using TOA and TDOA, having a constant SSP across

the medium is a critical assumption. This assumption is often not strictly

valid in oceans due to the inhomogeneity of seawater [46]. Solutions proposed

in [47], [48] relax such an assumption by compensating for stratification effects

in inhomogeneous mediums. As TOA and TDOA methods require multiple

spatially separated acoustic sensors with accurate time synchronization, they

are not extensively used in practice for reliable underwater source localization.

Since the 1990s, ML techniques have been successfully applied in the

context of source localization in ocean waveguides [39], [49]–[53]. Despite that
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advances in ML improve computational efficiency, localization accuracy and

model robustness as compared to classical MFP and beamformer, having a

sufficient amount of training data is a must [39]. Using a conventional acoustic

propagation model as a surrogate to the actual operating environment is an

efficient way to generate any required amount of training data in one go. The

environment has to be well understood in the first place. While directly collecting

acoustic measurements from the environment eliminates such a requirement,

large-scale acoustic data acquisition in oceans is expensive and time-consuming.

2.1.2 Source localization using a single hydrophone

An early experimental attempt at single-hydrophone source localization is carried

out in an ideal air-filled wedge waveguide for a broadband source [54]. It matched

filters received impulse responses with modeled replicas and cross correlates the

matched output with the known input signal. In [55], the authors demonstrate

the feasibility of single-hydrophone source localization in an isovelocity ocean

environment. In [56], the authors opt to estimate the subspace spanned by

delayed arrival paths, instead of estimating time-delayed arrivals. In [57],

the authors utilize frequency-range interference patterns collected by a single

hydrophone in a deep ocean to locate a source near the surface.

The classical MFP uses measured acoustic signals from a hydrophone array,

preferably with a significant aperture, to achieve good spatial discrimination

of source location. The information provided by a single hydrophone is not

sufficient to locate the source using classical MFP techniques. Matched feature

localization is used as an alternative to exploiting multipath arrival structures
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received by a single hydrophone. In [58], the authors construct a peak

extraction localization algorithm based on the match feature localization using

the auto-correction function in shallow waters. The environmental mismatches

degenerate localization accuracy of physics-based single hydrophone source

localization algorithms. The use of data-driven ML in single-hydrophone source

localization has also been actively explored recently [59], [60]. However, the

limitations of ML-based methods discussed in Section 2.1.1 are not well tackled

in these works neither.

The past works in literature have demonstrated the feasibility of

single-hydrophone source localization. Unfortunately, it has limited performance

due to a lack of spatial diversity and is sensitive to environmental mismatch.

Achieving comparable localization time efficiency and accuracy as the

hydrophone array methods are challenging.

2.2 Source localization with accurate environmental knowledge

To overcome the limitations of the existing localization strategies, a simple

and time-efficient localization alternative needs to be explored. Intuitively,

avoiding the use of a large hydrophone array and an expensive ship could help us

significantly reduce the implementation complexity and cost. If we have accurate

environmental knowledge, we can collect acoustic measurements spatially using

an AUV, fitted with a low-fidelity hydrophone, to replace the towed hydrophone

array. This helps to maintain a balance between implementation complexity and

time efficiency.
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2.2.1 Problem formulation

We aim to locate a black box using a single hydrophone within the shortest

possible time. We assume an AUV equipped with an acoustic intensity sensor

operating in an underwater environment. We use the MFP as the fundamental

localization technique. The conventional MFP technique locates a static source

by matching the modeled replica fields with the measurements made at individual

receiver positions of a hydrophone array, and finding the candidate source

location that gives the best match. We assume that the environment is

quasi-static. In order to localize an acoustic source through a single moving

hydrophone, we essentially need to spatially sample acoustic fields at different

locations such that multiple sets of representative and unique field information

can be captured as a replacement for the information acquired by a hydrophone

array.

Incorporating the modeled replica fields with the acoustic measurements

made at multiple receiver locations is an effective way to reduce the ambiguity

of source location. The knowledge of acoustic propagation in the region of

interest also gives us information about the locations of the most informative

measurement sites. In this manner, we can adaptively plan the AUV’s path to

maximize information gain of the source location and reduce the time taken to

locate the source.

2.2.2 Adaptive path planning policy

The AUV uses prior knowledge (e.g., source is within a specific area of interest,

source is on the seabed) to estimate an initial probability distribution for the
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source location. The AUV starts at a known location and measures the acoustic

intensity. It compares the measured intensity value against modeled values for

potential source locations, and updates the probability distribution. The AUV

then moves and makes a measurement at another nearby location and repeats

the process. We want to help the AUV plan its move in such a way as to make the

probability distribution of source location as compact as possible, i.e., eliminate

ambiguities in our knowledge of source location, in a short period of time.

At time step i, the probability of the source at a location rs based on a set

of measurements and corresponding AUV’s positions can be written as:

f(rs|{(rj , yj)}∀j ∈ [1, i]), (2.1)

where rj is the AUV’s position when measurement yj is made. We henceforth

use set Zi ≡ ({(rj , yj)}∀j ∈ [1, i]) for a more compact notation. By making the

ith measurement at location ri, the probability distribution of source location

can be updated using Baye’s Theorem:

f(rs|Zi) = f(rs|Zi−1 ∪ (ri, yi))

=
f((ri, yi)|Zi−1, rs)f(rs|Zi−1)

f((ri, yi)|Zi−1)

=
f((ri, yi)|Zi−1, rs)f(rs|Zi−1)∫
f((ri, yi)|Zi−1, rs)f(rs|Zi−1)drs

.

(2.2)

We discretize the candidate source locations to reduce computation complexity.
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Equation (2.2) is re-written as:

f(rs|Zi) =
f((ri, yi)|Zi−1, rs)f(rs|Zi−1)∑

rs
f((ri, yi)|Zi−1, rs)f(rs|Zi−1)

. (2.3)

We want the probability distribution f(rs|Zi) to be as compact as possible,

such that the uncertainty is minimal. We therefore wish to minimize the entropy

of the distribution at each time step i, by selecting the next location for the AUV

to move to, essentially yielding an adaptively planned path. Do note that this

approach is greedy and does not generate a globally optimal path, but still yields

good results as shown in the simulation studies in Section 2.2.3.

Minimizing the entropy of the posterior distribution of source location is

equivalent to maximizing the information gain in the Bayesian update. We

therefore plan our path by choosing an action (direction for the AUV to move)

that leads to maximal information gain at each step. Before an AUV makes

a measurement at a given location, there is some prior uncertainty about the

sound intensity at that location. Once the measurement is made, the uncertainty

reduces to the measurement uncertainty (entropy of the measurement noise).

Hence the information gained closely follows the prior uncertainty of modeled

sound intensity, given f(rs|Zi). We use weighted variance as a measure of prior

uncertainty and choose an action at each time step to yield the next waypoint:

ri+1 = arg max
r∈A(ri)

∑

rs

f(rs|Zi)(M(r, rs)− µ)2, (2.4)
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where

µ =
∑

rs

f(rs|Zi)M(r, rs), (2.5)

where M(r, rs) is the modeled acoustic intensity at location r if the source is

assumed to be at location rs, and A(ri) is the set of feasible moves for the AUV

at location ri.

The essential idea is to let the AUV move in a direction where there is

more uncertainty in modeled sound intensity values based on the probability

distribution of source location, so as to maximize the reduction of overall entropy.

Our algorithm iterates over two steps until the source location is confirmed to

a required level of accuracy. Fig. 2.1 summarizes key steps of our proposed

algorithm. The first step is to take a measurement at the current AUV’s location

and update the probability distribution of the source location using (2.3). The

second step is to determine the optimal direction for the AUV to move based on

the weighted variance using (2.4) and (2.5).

2.2.3 Simulation studies

The proposed source localization method is theoretically feasible with the

aid of conventional propagation models. However, accurately measuring all

environmental parameters required in the propagation models is challenging.

We demonstrate the effectiveness of the proposed algorithm by simulating

a well-understood underwater environment first. We improve our model

robustness to handle uncertainties in environmental parameters in Section 2.3.

20



Chapter 2. Single-hydrophone Underwater Source Localization

Figure 2.1: Flow chart of the proposed adaptive path planning algorithm for
single-hydrophone underwater source localization.

2.2.3.1 Simulation setup

We illustrate the localization performance of our proposed path planning

algorithm by simulating a 2D range-independent underwater environment with

1 km range, sandy seabed and constant SSP. We aim to localize a 1 kHz

acoustic pinger lying on the seabed. The source location is set to the center

of the search space. Fig. 2.2 depicts the ground truth field pattern of the

simulated environment. We make use of a holonomic AUV equipped with a

single hydrophone to provide the mobility of the receiver. We adopt Bellhop

propagation model [61] to generate modeled replica fields. The measurement

is simulated by adding random Gaussian instrument noise with a standard

deviation of 5.6 µPa to the modeled fields to simulate low-fidelity acoustic

measurements. We also consider ambient noise with a spectral level of
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Figure 2.2: Modeled field pattern over the simulated environment. The source
location is indicated as the coral blue dot on the center of the seabed.

50 dB re µPa2/Hz for 1 kHz source with 100 Hz bandwidth based on Wenz

curve [62].

The AUV initially starts at a depth of 15 m and a range of 200 m from

the source. We compare the localization performance of our proposed adaptive

path planning policy with four naive path planning policies, which we term as

straight policy, random policy, lawnmower policy and zig-zag policy, over 100

Monte Carlo runs. The straight policy moves the AUV in a straight horizontal

direction at a constant depth. The random policy allows the AUV to move in a

random direction at each step. The lawnmower and zig-zag policies move AUV

along the lawnmower and zig-zag shape paths from its initial position towards

the center of the search space. The lawnmower policy horizontally shifts the

AUV for 1 m when the AUV reaches the bottom or surface of the sea. The

zig-zag policy moves AUV along the path with a slope of 45 ◦. We assume that

in adaptive and random policies, the AUV moves in a specific direction, defined

within the motion set, which contains discretized bearings of 45 ◦ apart, and the
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Figure 2.3: An example of 20 m paths planned by the five path planning policies.

AUV moves 1 m at each time step for all policies. Fig. 2.3 shows 20 steps of

sample paths planned by the five path planning policies. The source location is

finalized when its entropy falls below a threshold η and is determined based on

the maximum a posteriori rule.

2.2.3.2 Localization time efficiency

Time used to locate the source is a key metric to evaluate the localization

performance of the proposed adaptive policy. We use trimmed mean∗ of steps

required to make the source location entropy converge below η over 100 Monte

Carlo runs as a measure of localization time efficiency. In Fig. 2.4, we show the

entropy history of the five policies from one Monte Carlo run as an example.

Table 2.1 shows that the adaptive policy can locate the source in 7 steps on

average, which is the fastest among all policies.
∗The trimmed mean is defined as the mean calculated by excluding the data that deviate

more than three times of the standard deviation from the sample mean of the original full
dataset. The data excluded from the trimmed mean calculation is marked as the outliers.

23



Chapter 2. Single-hydrophone Underwater Source Localization

Figure 2.4: Source location entropy history up to 10 steps for the five policies
when environmental knowledge is accurately known.

2.2.3.3 Localization accuracy

Having a small entropy of source location distribution does not necessarily imply

that it can locate the source accurately. It is also important to make sure that

our proposed localization approach can converge to the right source location by

the end of the search. We use the same set of localization results presented in

Section 2.2.3.2 to calculate root-mean-square error (RMSE) and mean absolute

error (MAE) of the located source from the 100 Monte Carlo runs. The results

obtained in Section 2.2.3.2 produce zero RMSE and MAE for all five policies.

The two sets of results demonstrate that locating an underwater source using

a single hydrophone is feasible. The adaptive path planning policy can locate

the source in a shorter time as compared to the naive policies.
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Table 2.1: Average number of steps required to make source location entropy
converged for all policies when environmental knowledge is accurately known.

Policy Average steps of No. of outliers
convergence

Straight 50.6 1/100
Random 37.9 10/100
Adaptive 6.9 11/100
Lawnmower 79.2 5/100
Zig-zag 19.9 0/100

2.2.3.4 Effects of environmental mismatch in localization

In practice, we often face a situation where we know little about the environment

or the actual environment deviates from our understanding. Being sensitive to

environmental mismatch is recognized as the main limitation in MFP models.

How the mismatch affects localization performance for various path planning

policies is yet to be investigated.

We set the water depth and sound speed to generate the modeled replicas as

28 m and 1533 m/s, whereas the ground truth values used to generate synthetic

acoustic measurements are 30 m and 1542 m/s. In Table 2.2, we list down

the average number of steps required to make source location entropy converged

and the corresponding localization errors. The environmental mismatch does not

necessarily lead to slower convergence, but it does confuse the processor where

the correct source is for most of the policies. While all policies have perfect

localization accuracy once the source location distribution is converged in well

understood environments, the environmental mismatch presented significantly

worsens localization accuracy as shown in Table 2.2. It is worth noting that
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Table 2.2: The average number of steps required to make source location
entropy converged when environmental mismatch occurred.

Policy Average steps of RMSE (m) MAE (m) No. of outliers
convergence

Straight 56.1 58.2 41.0 7/100
Random 29.4 195.3 192.6 8/100
Adaptive 8.3 191.8 182.0 12/100
Lawnmower 109.0 0.6 6.9 9/100
Zig-zag 17.3 168.9 140.7 2/100

although the localization error for lawnmower policy is very small, it takes a much

longer path on average to reduce the uncertainty of source location distribution

to the desired level when environmental mismatches occur.

2.3 Source localization with environmental mismatch

As illustrated in Section 2.2.3.4, implementing the proposed source localization

algorithm using conventional propagation models is theoretically feasible if

the environment is accurately known. If any environmental parameter in the

propagation model is uncertain, the modeled replica fields would be inaccurate,

causing significant degradation in localization performance.

2.3.1 Robust MFP-based source localization

To handle the environmental uncertainties in the MFP, we add the uncertain

environment parameters τ into the Bayesian update process in (2.2). Unlike the

case where the environment is accurately known, now we need to generate the

replica fields corresponding to all possible environment parameter combinations

for each candidate source location at each time step i, and apply the MFP

technique to the entire set of replica fields. The distribution of source location
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is inferred by finding the marginal distribution over all uncertain environmental

parameter combinations τ . And (2.2) then becomes:

f(rs|Zi) =

∫
f(rs, τ |Zi)dτ

=

∫
f(rs, τ |Zi−1 ∪ (ri, yi))dτ

=

∫
f((ri, yi)|Zi−1, rs, τ )f(rs, τ |Zi−1)∫ ∫

f((ri, yi)|Zi−1, rs, τ )f(rs, τ |Zi−1)dτdrs
dτ .

(2.6)

The derivation in (2.6) is analytically complicated. We discretize the uncertain

parameters and candidate source positions for simplification in simulation.

Equation (2.6) becomes:

f(rs|Zi) =
∑

τ

f((ri, yi)|Zi−1, rs, τ )f(rs, τ |Zi−1)∑
rs

∑
τ
f((ri, yi)|Zi−1, rs, τ )f(rs, τ |Zi−1)

. (2.7)

The policy to determine the optimal next direction in (2.4) is modified to:

ri+1 = arg max
r∈A(ri)

∑

rs

f(rs|Zi)(M̄(rs,Zi, r)− µ(Zi, r))
2, (2.8)

where

M̄(rs,Zi, r) =
∑

τ

f(τ |rs,Zi)M(τ , r, rs), (2.9a)

µ(Zi, r) =
∑

rs

f(rs|Zi)M̄(rs,Zi, r), (2.9b)

where M(τ , r, rs) is the modeled replica field at location r by assuming the

source is at location rs and environment parameter set used in propagation model

is τ . M̄(rs,Zi, r) denotes the expected modeled replica field over all uncertain
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environmental parameters τ when source is at location rs and receiver is at

location r based on all collected data Zi. µ(Zi, r) is the expected modeled replica

field at receiver location r over all candidate source locations and environmental

parameter sets by considering the collected information Zi.

2.3.2 Simulation studies

2.3.2.1 Simulation setup

Typically, water depth and sound speed may vary over time. In the underwater

environment described in Section 2.2.3.1, we consider a scenario that the average

water depth is 30 m with a rough tide variation of maximal 2 m, water

temperature varies within the range of 26 ◦C to 31 ◦C and salinity of seawater

ranges from 3.2 % to 3.75 %. Based on THEMackenzie empirical equation for

sound speed in ocean [63], the resultant sound speed varies from 1533 m/s to

1551 m/s. To simulate the environmental mismatch, we assume that the water

depth and sound speed are uncertain. We set the water depth and sound speed

in the Bellhop propagation model to 28 m and 1533 m/s to generate the modeled

replica fields. The ground truth values used to generate synthetic measurements

are 30 m and 1542 m/s. We assume that they are uniformly distributed from

28 m to 32 m and 1533 m/s to 1551 m/s respectively if no prior information is

available.

2.3.2.2 Localization performance

We assume that the acoustic source is lying on the seabed and the water depth

of the environment is uncertain. In this way, we need to search for both source

depth and range. To reduce the computational complexity in simulation, we
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(a) RMSE history

(b) MAE history

(c) Entropy history

Figure 2.5: Average localization performance of the five policies after moving different
path lengths by applying the robust localization approach in the environmental
mismatch scenario.
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discretize the candidate source locations by a step size of 0.5 m in range and

depth. As expected, all policies take longer steps to locate the source as the

number of candidate source locations increases and the environment is uncertain.

In Fig. 2.5, we present the RMSE, MAE and source location entropy history for

all policies by moving AUV along paths ranging from 10 m to 50 m with a step

size of 5 m.

We demonstrate effectiveness of our robust localization algorithm as all

policies can locate the source location correctly. Meanwhile, the adaptive

policy and zig-zag policy outperform other naive policies in terms of localization

accuracy and time efficiency. The differences in localization performance

between adaptive policy and zig-zag policy in the simulated scenario are not

obvious. One of the main reasons could be the current adaptive policy is greedy.

The zig-zag policy has a higher chance to move across a wide horizon where

the acoustic field variation is stronger than the acoustic fields sampled by the

adaptive policy. Considering a few steps look-ahead while planning AUV’s next

waypoint can effectively improve the localization performance of the adaptive

policy.

2.4 Summary

In this chapter, we presented an adaptive path planning policy for robust

single-hydrophone underwater acoustic source localization. The proposed

method spatially samples the acoustic fields using a single hydrophone in the

search area to form a dynamic beamformer. It allows the AUV to move on the

most informative path to enhance localization time efficiency, instead of following
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the naive paths. By incorporating the uncertain environmental parameters

into the update process of the source location distribution, it assures that the

MFP performs well with the presence of minor environmental uncertainties.

Simulation studies showed the superiority of the proposed adaptive path

planning policy over the naive policies in terms of time efficiency. While we

specifically focus on the acoustic signal in this chapter, the algorithm we proposed

is general and may be used with any kind of signal.

We intend to validate the proposed algorithm in a real world experiment.

It is difficult to implement the proposed robust source localization algorithm

in a partially unknown practical underwater environment, for the reason

that popular propagation models require full and accurate environmental and

physical knowledge to generate modeled replicas. Such a practical hurdle

motivates us to explore other propagation modeling alternatives to tackle largely

unknown environments in later chapters. We will briefly review works related

to underwater acoustic propagation modeling to justify the research gap in

the next chapter. We will also practically validate the proposed MFP-based

localization algorithm using our proposed hybrid modeling recipes under partial

environmental knowledge in Chapters 7 to close the loop.
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Background

We explain some basic concepts in underwater acoustics to readers who are not

familiar with the terminologies. We review the state of the arts in underwater

acoustic propagation modeling to show current techniques and their limitations,

highlighting the research gap that is worth being addressed in the remaining

chapters. The underwater applications we demonstrate in Chapter 2 and

Chapter 7 heavily involve underwater path planning of AUVs with the aid

of acoustic propagation models. We also briefly review acoustic-based path

planning techniques to provide necessary background information.

3.1 Preliminary concepts

The use of electromagnetic waves in underwater environments is very limited as

they are severely attenuated in water. Acoustic waves propagate well in water,

making them a feasible choice for underwater applications. The propagation

of acoustic waves in underwater environments is complicated by the fact of

unique environmental characteristics and propagation phenomena (Fig. 3.1).

For example, sounds are reflected by sea surfaces and seabeds, with reflective

characteristics highly depending on geo-acoustic structures of boundaries.

Bathymetric fluctuations geometrically complicate bottom reflected waves.

Sound speed in water typically varies with depth, causing sounds to propagate
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Figure 3.1: An illustration of some key acoustic propagation phenomena in a
typical ocean waveguide.

in bent paths due to refraction. The variability of SSP also leads phenomena

such as surface ducts [64], shadow zones [64], convergence zones [64] and deep

sound channels [64]. The refracted, reflected and scattered waves interfere

with each other, making underwater environments acoustically complicated and

challenging to model.

We explain some key effects in detail to improve the readability of the thesis,

at the same time, allowing readers to have a better understanding of challenges

in acoustic propagation modeling. The reviews presented in this section are not

exhaustive. Detailed information involved in underwater acoustic propagation

can be found in [64]. Those who are familiar with underwater acoustics can

safely skip this section.
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(a) Hydrophone [65]

towed hydrophone array

(b) Towed hydrophone array [66], [67]

Figure 3.2: Examples of a hydrophone and a towed hydrophone array.

3.1.1 Intensity and decibel

In underwater environments, we use a hydrophone (an underwater microphone

as shown in Fig. 3.2a) or a hydrophone array (an array of hydrophones as shown

in Fig. 3.2b) to measure acoustic pressure p at a location or multiple locations.

The intensity I of an acoustic signal is proportional to the square of the pressure

p:

I =
p2

ρc
, (3.1)

where ρ denotes density and c represents sound speed in the water.

Decibel (dB) is a commonly used unit in underwater acoustics and denotes

the ratio of intensities I1 and I2 in logarithmic scale [29]:

10 log
I1
I2

(dB). (3.2)

An absolute intensity can be expressed by referring to a reference intensity.

The standard reference intensity used in underwater acoustics is the intensity
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of a plane wave with the RMS pressure of 10−6 pascals (Pa) or equivalently

1 micropascal (µPa). For example, 10 log(10) = 10 dB re 1 µPa represents an

acoustic wave with an intensity 10 times of the reference plane wave with RMS

pressure of 1 µPa [64].

3.1.2 Geometric spreading loss

Technically, the geometric spreading loss is not a loss. It is due to the fact

that the energy of an acoustic wave spreads over a larger surface as the wave

propagates away from a source, leading to an intensity drop [64]. The spreading

loss depends on the propagation distance. The acoustic energy can spread

spherically or cylindrically depending on channel geometry.

3.1.3 Volume absorption loss

As an acoustic wave propagates away from a source, part of its energy is

absorbed (e.g., transformed into heat) [68]. The absorption coefficient per

unit propagation distance rapidly increases with frequency, making acoustic

communication best supported at low frequencies and bandwidth-limited [69].

The absorption coefficient in seawater can be calculated using empirical

formulas [70], [71].

3.1.4 Boundary interactions

Acoustic waves in water reflect, refract and/or scatter when they hit boundaries

such as seabed, sea surface and objects. Acoustic waves that are incident

on flat sea surfaces (water-air interfaces) undergo a phase inversion with

negligible reflection losses. Swells and winds make sea surfaces rough, leading to

extra losses in surface reflected waves and may result in strong reverberations
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because of frequency-dependent scattering effects. Sea state [72] characterizes

the roughness of the sea surface and is useful to estimate surface reflective

characteristics.

Structures and geo-acoustic properties of ocean bottoms vary from place to

place, but they are important to acoustic waves that interact with seabeds. There

are various types of compositions in ocean bottoms, including sandy clay, coarse

silt, rock, fine sand and mud. Each of them has different geo-acoustic properties,

such as density, sound speed and absorption coefficient. Some oceans have

multiple layers below marine sediments. The detailed reflective characteristics

of ocean bottoms are complicated and hard to be directly measured. Boundary

conditions of ocean waveguides specify the reflective characteristics at the

water-seabed and water-air interfaces.

In shallow water channels where horizontal propagation ranges are much

larger than water depths, acoustic waves experience multiple boundary

interactions. The properties of the surface, bottom and volume are all important

to characterize shallow water channels. On contrary, in deep waters, lossy

seabeds usually allow higher penetration of sounds as acoustic waves are incident

at deeper angles, leading to higher reflection losses and making boundary

interactions less frequent [64].

3.1.5 Transmission loss

Transmission loss denotes overall signal attenuation as waves propagate in

mediums. It is a net effect of geometric spreading loss, absorption loss and

reflection loss. It is defined as the ratio in decibels of measured intensity I at
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Figure 3.3: A generic SSP in a typical deep ocean waveguide [73].

a location r and reference intensity Iref measured at the location 1 m from the

source [64]:

TL = −10 log
I(r)

Iref

= −20 log
p(r)

pref
(dB re 1 m).

(3.3)

3.1.6 Sound speed profiles

Speed of sound is a major factor that affects acoustic propagation in water.

Sounds propagate in water with a nominal speed of 1,500 m/s. Due to the

inhomogeneity of underwater environments, sound speed deviates from the

nominal value and increases with water temperature, salinity and hydrostatic

pressure. Speed of sound can be determined by various empirical formulas [74]
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Figure 3.4: Acoustic propagation in water with multiple sound speed layers.
The path of acoustic energy bends towards the layer with lower sound speed c.

and measured through conductivity-temperature-depth (CTD) sensors.

In the domain of ocean acoustics, we are more interested in SSP, which

describes variation of sound speed with respect to water depth. In general, the

pressure increases with water depth. The salinity might increase or decrease with

water depth and varies within a small range. The temperature profile varies from

ocean to ocean and season to season. The temperature is a dominating factor

that affects the sound speed in the water. Fig. 3.3 depicts a generic SSP in a

typical deep ocean waveguide.

The variability of SSP not only makes paths of acoustic energy bend towards

regions with lower sound speed (Fig. 3.4), but also leads to some unique

propagation phenomena. For instance, mix layers near sea surfaces may have

slightly increasing sound speed, forming natural waveguides that trap acoustic

energy and result in the surface ducts. Acoustic waves left at steeper angles can

escape from surface ducts. Regions where acoustic waves do not reach are shadow

zones. Sound waves are focused in convergence zones. Depth with minimal sound

speed is referred to as deep sound channel axis. A deep sound channel, which is

a region around the deep sound channel axis, permits long-range propagation
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without bottom interactions. These phenomena further complicate acoustic

propagation in oceans.

3.1.7 Multipath propagation

Underwater environments exhibit rich multipath propagation due to reflections

of surrounding boundaries and objects, and refractions of spatial varying sound

speed [75]. The trajectory of a particular arrival is determined by channel

geometry and SSP structure [76]. Multipath arrivals with different amplitudes

and phases interfere, leading to complicated interference patterns of acoustic

fields. Fig. 3.5 shows an example of multipath propagation at a location in the

ocean waveguide that generates the acoustic field patterns of Fig. 1.1.

(a) Multipath trajectories (b) Impulse response

Figure 3.5: Multipath propagation in the ocean waveguide simulated in Fig. 1.1.

3.1.8 Range dependence

Propagation models can be categorized into range-dependent and

range-independent models based on environmental dependence.

Range-dependent models deal with underwater environments whose input

parameters, such as bathymetry and SSP, vary with ranges. Range-independent
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models are used when environmental parameters are constant with respect to

ranges [7].

3.1.9 Plane waves and spherical waves

Surfaces of constant phases in spherical waves form spheres, whereas wavefronts

of plane waves are parallel planes. The spherical waves due to an omnidirectional

point source can be locally approximated as plane waves in far-field where ranges

are more than 10 times of wavelength λ (Fig. 3.6). Such an approximation allows

us to ignore detailed geometric spreading loss and absorption loss to simplify

modeling problems in far-field regions.

spherical wave plane wave

…

! > 10	&

far-fieldnear-field

Figure 3.6: Spherical waves in near-field and plane waves in far-field.

3.1.10 Propagation modeling

We briefly explain some dominating effects that govern acoustic propagation in

water. Accurately modeling acoustic propagation in underwater environments

is challenging but important. Conventional underwater acoustic propagation

models consider key propagation phenomena to predict acoustic signals (e.g.,

impulse responses, transmission losses, pressure amplitudes) received at locations

of interest.
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3.2 Underwater acoustic propagation modeling

As technology has advanced over the years, there are various techniques can

be used to model underwater acoustic propagation. Fig. 3.7 summarizes the

hierarchy of three state-of-the-art modeling techniques that are discussed in this

section.

(Section 3.2)
propagation models

physics-based models
(Section 3.2.1) (Section 3.2.2)

(Section 3.2.3)

data-driven models physics-informed
data-driven models

ray theory normal mode
(Section 3.2.1.1)

wavenumber integration parabolic equation
(Section 3.2.1.4)(Section 3.2.1.3)(Section 3.2.1.2)

Figure 3.7: Hierarchy of state-of-the-art underwater acoustic propagation
modeling techniques.

3.2.1 Physics-based models

Conventional physics-based propagation models translate our physical

understanding of acoustic propagation into mathematics. They are derived

from the acoustic wave equation [29]. Closed-form solutions to the acoustic

wave equation with boundary conditions are analytically intractable. There

are various approximations and techniques used to solve the acoustic wave

equation, most of which can be seen as variants of the following four groups: ray

methods [30], normal mode methods [31], wavenumber integration methods [77]

and parabolic equation methods [78]. Other modeling techniques, such as
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Table 3.1: Applicability of popular conventional propagation modeling
methods [7].

Method Model1[81]
Applicability

Shallow water Deep water

LF2 HF3 LF HF

Ray theory Bellhop [61] ×4 "5 6 "
Normal mode Kraken [82] " ×
Wavenumber integration Scooter [81] " " "
Parabolic equation RAMGeo [81] " " ×

1 We only list one example of available models in each method. Work [76] provides a
full list of available models and software.
2 LF: low frequency (<500 Hz)
3 HF: high frequency (>500 Hz)
4 ×: neither suitable nor applicable
5 ": suitable
6 : applicable with limitations

finite-difference methods [79] and finite-element methods [80], are also publicly

available. Their practical uses are fairly limited due to extensive computational

costs. Thus, we only discuss the four major techniques in this section.

The choice of appropriate method to use mainly depends on the environment

and frequency. Table 3.1 briefly summarizes the applicability of the four types

of physics-based modeling methods. Although our proposed modeling recipe

can be applied to any viable physics-based model, we specifically focus on the

ray methods and the normal mode methods in this thesis because they have a

good balance between model applicability and computational complexity. We

demonstrate our proposed modeling recipe based on the ray theory and normal

mode theory in later chapters.
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3.2.1.1 Ray methods

The ray methods solve the acoustic wave equation by applying a high-frequency

approximation to track trajectories of a set of rays (paths that acoustic energy

travels) originating from a source as they propagate in water [30],[83],[84]. They

can be seen as an intuitive way to interpret solutions to the wave equation at high

frequencies. A few rays might be enough to determine acoustic fields in distant

regions, while more rays are required to rigorously model acoustic propagation

in near regions. The ray methods can accommodate the directionality of the

source and receiver easily by controlling weights in launch and arrival angles of

rays.

Trajectories of rays are sensitive to environmental information, such as SSP,

bathymetry, bottom reflective characteristics and channel geometry, especially

for long-range ray tracing. The high-frequency approximation used to solve the

wave equation inherently leads to poor modeling accuracy at low frequencies.

Classical ray theory has flaws in acoustic field predictions involving diffractions

and caustics [30]. Rays can reflect and refract, but not diffract. The classical

ray theory assumes that no sound propagates in shadow zones. Diffractions

make acoustic waves leak into the shadow zones near boundaries, violating the

assumption made by the ray theory. The caustics are ray artifacts that several

adjacent rays converge in close proximity, resulting in unusual high-intensity

regions. There are some modified ray-based models to correct these flaws. For

example, as a variant of ray tracing, beam tracing methods are developed by

replacing rays (has no thickness) with beams (e.g., Gaussian beams, hat-shaped
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beams) [85], [86].

The ray-based models handle SSP variation fairly well and can be extended to

range-dependent environments. They are computationally efficient and suitable

for high-frequency modeling problems.

3.2.1.2 Normal mode methods

An alternative decomposition of solution to the acoustic wave equation leads

to the concept of modes. The normal mode methods compute all contributing

modes and sum up the collection of modes to estimate the acoustic field at

a point [31], [87]. The number of modes required for a good approximation

grows rapidly with frequency and depth, but is independent of propagation

range. Normal mode models are best suited for low-frequency applications in

shallow water and efficient for long-range propagation modeling. Unlike the

ray methods, the normal mode models can compute acoustic fields anywhere

in between the source and receiver once all modes are found. Modes that can

propagate long distances from a source are propagating modes, whereas modes

that decay rapidly are leaky modes or evanescent modes. A major challenge in

normal mode models is to accurately find all contributing modes in a short time.

Only considering propagating modes makes normal mode programs efficient, but

loses modeling accuracy at close ranges where leaky modes and evanescent modes

matter [31].

The normal mode theory uses the separation of variables to divide solutions

into a range-dependent term and a depth-dependent term. Classical normal

mode models solve the acoustic wave equation trivially for range-independent
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oceanic environments. For mildly range-dependent environments where

environmental parameters vary slowly in range, the adiabatic mode theory can be

utilized [88]. For highly range-dependent environments, the full coupled mode

theory is often used to explicitly solve the horizontal term [89]. The coupled

mode theory divides the range-dependent environment into several sections, each

of which can be approximately seen as a range-independent environment. Hence,

the full coupled mode method is extremely computationally intensive. The

adiabatic mode theory is less computationally expensive than the full normal

mode methods.

3.2.1.3 Wavenumber integration methods

The wavenumber integration methods, also called fast-field methods, separate

the acoustic wave equation based on the normal mode approach and use the

fast Fourier transform to evaluate an infinite integral term to explicitly solve

the acoustic wave equation [77], [90]. The wavenumber integration methods

find all propagating modes, leaky modes and evanescent modes to form an

exact solution in range-independent environments [7]. They are often used as

a benchmark solution and can be extended to range-dependent environments.

The practical use of the wavenumber integration methods is very limited due to

high computational complexity.

3.2.1.4 Parabolic equation methods

The parabolic equation methods solve the wave equation by considering outgoing

waves and ignoring the back-scattered energy [78], [91]. With the simplification,

the propagation modeling problem reduces to an initial-value problem in terms
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of range [92]. As their computational complexity scales poorly with frequency,

the parabolic equation methods are best supported at low frequencies [7].

3.2.1.5 Practical limitations

Physics-based models take source location, environmental parameters and

boundary conditions that affect acoustic propagation in oceans as model inputs

to predict received signals at particular receiver locations. Some common

environmental parameters include SSP, volume absorption coefficient, sea

state, sediment characteristics and bathymetry [7]. Therefore, conventional

physics-based models require full and accurate environmental knowledge

beforehand. Their prediction performance heavily relies on the accuracy of

the environmental knowledge provided. In [93], sensitivities of physics-based

model parameters are studied and the geo-acoustic parameters are shown to

have significant influences on modeling accuracy.

While these models are commonly applied in 2D environments, full 3D

modeling of large-scale environments is often computationally infeasible using

conventional models. As computational capacity has advanced over the years,

there have been advances to solve 3D problems [94]–[96]. Yet, a common

approach today is to approximate 3D propagation effects by applying 2D models

to N azimuths. This idea is often referred to as 2.5D models or N×2D models

in literature [97], [98]. The 2.5D models can only be applied in environments

where the out-of-plane arrival energy is insignificant.

Although the acoustic wave equation holds true in any underwater

environment, conventional propagation models are designed for typical ocean

46



Chapter 3. Background

waveguides (open water environments) where out-of-plane arrival energy is

negligible. Modeling acoustic propagation in confined water environments that

are structurally different from ocean waveguides using conventional models is

challenging, especially for irregular confined waters with unknown boundary

reflective characteristics.

3.2.2 Data-driven models

3.2.2.1 Related works

The emergence of data-driven ML algorithms has had a profound impact on

many fields [23]. ML algorithms allow computers to automatically learn from

data [24]. Many underwater applications also benefit from ML [25]. For example,

ocean acoustic fields may be modeled using classical data-driven ML techniques

such as GPR and DNN, assuming sufficient acoustic field measurements and

network capacity are provided for the models. The Gaussian process model is a

probabilistic model. It is widely used for regression and classification problems.

The GPR is capable of capturing relations between inputs and outputs through

non-parametric Bayesian inference [26]. Given a set of acoustic measurements

and the corresponding measurement locations, the GPR can interpolate and

extrapolate acoustic predictions with uncertainty distributions at unvisited

locations. The computational cost of traditional GPR models scale poorly with

the training data size, but sparse GPR models have been proposed to counter

such a limitation [99]. The availability of a large number of accessible datasets

has driven the rapid growth in the development of ML algorithms over the past

years. DNN is a popular technique in ML models. The universal function
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approximation theorem establishes that multilayer feed-forward networks have

the capability to approximate any continuous function given a sufficient number

of hidden units [100]. This suggests that a DNN should be able to approximate

the solution to the acoustic wave equation by learning appropriate weights from

training data.

To the best of our knowledge, the use of data-driven techniques in acoustic

modeling for forward problems is very limited. In [101], the authors explore the

feasibilities of modeling underwater acoustic communication channels through

DNN and long short term memory techniques using real acoustic data collected

from a tank and a lake. They find that the deep learning technique demonstrates

better modeling performance than classical ML methods. The use of GPR for

sound field reconstruction is examined in [102]. Although Table 3.1 summarizes

the applicability of the physics-based modeling technique based on frequency and

water depth, the choice of the appropriate modeling technique to use is often

determined by experience and may be heuristic and non-optimal. In [103], the

authors utilize various classification algorithms, such as naive Bayes, support

vector machines, decision trees and random forest, to find the optimal model

threshold limits in water depth and frequency. Similarly, in [104], the authors

employ a convolutional neural network classifier to select the most appropriate

modeling technique based on SSP. ML techniques have been widely applied in

underwater inverse problems [105]–[109]
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3.2.2.2 Practical limitations

Since data-driven approaches only require acoustic measurements for training,

they eliminate the need of having full and accurate prior environmental

knowledge. However, there are very limited attempts in literature to model

acoustic propagation using data-driven techniques [101]. The two key problems

that limit their use in acoustic propagation modeling are the necessity of a large

representative training dataset and the inability to extrapolate well [110]. For

example, in [101], the authors train the designed ML networks to estimate

an acoustic communication channel between a transmitter and a receiver

using 57,800,000 training data. The cost of acoustic data acquisition is

high, as the ocean environments are expensive to operate in. Most of ML

studies in underwater acoustics tackle the data hungriness either by using data

augmentation for image processing models [111],[112] or by generating synthetic

training data from surrogate models [51], [104], [109], [113]. Unfortunately, such

techniques can not solve data hungriness in propagation modeling problems.

While data-driven ML techniques demonstrate great potential in modeling

underwater acoustic propagation, we still need to explore other feasible

alternatives to address these challenges.

3.2.3 Physics-informed data-driven models

3.2.3.1 Related works

Combining physics-based modeling techniques and data-driven techniques to

leverage the complementary strengths of both of them could potentially solve

the dichotomy. The need to combine knowledge of physics with data-driven
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Figure 3.8: A typical model structure in PINNs.

ML is not limited to ocean acoustic modeling, and is in fact the focus of

an upcoming area called SciML [114]. Researchers have explored synergistic

ways that use scientific domain knowledge to aid data-driven ML [115]–[120].

Data-driven models are trained to learn from scientific data while respecting

certain constraints imposed by our domain knowledge, therefore requiring much

fewer training data than standard data-driven models. A popular SciML

strategy, named physics-informed neural networks (PINNs), imposes physics

constraints in the form of partial differential equations (PDEs) to act as

regularizers in the loss function of a standard neural network (NN) [121]. Such

an augmentation in the loss function helps to alleviate the problems of requiring

a large amount of data and the inability to extrapolate. Fig. 3.8 shows a typical

structure of PINNs.

In the context of acoustic propagation, NNs can be informed by the acoustic

wave equation to generate data-efficient solution approximations. In [122], the
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authors apply PINNs to predict sound propagation in an atmospheric boundary

layer. The proper orthogonal decomposition based ML model is capable to model

rough transmission loss fairly well, but fails to provide accurate estimations of

complex pressure fields. This work concludes that it is challenging for both

classical ML techniques and PINN-based models to handle spatially complicated

complex acoustic pressure fields. In [123], the authors successfully apply PINNs

to predict 1D sound fields with parameterized moving Gaussian sources and

impedance boundaries. In the field of medical ultrasound, simulation results

in [124] demonstrate that 2D acoustic field predictions made by PINN-based

methods can be roughly two times faster as compared to finite difference

methods. The authors of [125] adopt PINNs to solve the 2D wave equation

and propose a curriculum learning based strategy to improve the convergence

rate. Their model generalizes over initial source locations to eliminate the need

of retraining the network. PINNs not only can solve forward problems, but also

inverse problems [126].

The works reviewed above are not specific to ocean acoustics, and as far

as we are aware, there are limited attempts at exploring the use of SciML for

ocean modeling. One of the few works that assess the effectiveness of PINNs

in solving simple ocean-related modeling problems is [127]. Although there are

many studies showing that imposing physics knowledge improves model training,

the authors of [127] find that adding extra physics-informed constraints in the

loss function does not benefit overall performance and generalizability of NNs

in their case studies. We implement a basic PINN model to predict acoustic

fields in a simulated 2D underwater environment for validation. Our simulation
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result supports this observation as well. The authors of [128] investigate benefits

of using PINNs to solve three ocean modeling-related PDEs, including the

wave equation. They also study how weightings of data error and physical

constraints in loss functions affect training performance. The authors conclude

that additional physical constraints in augmented loss functions bring more

benefits to small datasets.

3.2.3.2 Discussion

PINNs encode underlying physics in the form of PDEs to have augmented

loss functions, and strike a balance between data-driven and physics-informed

through hyper-parameters that control weights of various loss terms. However,

optimally tuning all hyper-parameters in PINN models and always having strong

PDE constraints are difficult. On the other hand, PINNs are fundamentally

NNs. Augmenting loss functions do not reduce the number of NN parameters

to be trained. These possibly limit the practical success of PINN-based acoustic

propagation modeling approaches in literature.

Each of the PINN technique and the proposed hybrid modeling recipe has

its strong points. We do not intend to claim that the modeling recipe proposed

in this thesis has an overwhelming superiority over PINN models. Instead, we

aim to come up with a feasible modeling alternative and show its applicability

through various scenarios in detail, providing users a new SciML strategy and

allowing them to choose the one that fits their applications the most.
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3.3 Underwater acoustic path planning of AUVs

AUVs are increasingly popular over the years to probe underwater environments.

They can operate in harsh environments, reach deep depths and provide good

long-term durability which human divers are incapable of [129]. The AUVs

can do path planning through sonar detections (we name them as sonar-based

problems) for missions such as obstacle & collision avoidance [130]–[133] and

target tracking & classification [134], [135]. However, it is more common today

to plan their paths in light of underwater acoustic propagation (we name

them as modeling-based problems) due to the fact that underwater navigation

and communication performance are highly variable and depend on acoustic

propagation modeling. State-of-the-art underwater path planning algorithms

are extensively reviewed in [136]–[138].

The modeling-based path planning is valuable for various purposes, including

adaptive sampling [139]–[141], communication & navigation [142], [143] and

acoustic search [144]. The adaptive sampling of acoustic fields or environments

is to find the most informative locations that are worth measuring the next.

Underwater communication and navigation performance of AUVs is highly

variable due to complicated acoustic propagation phenomena. Planning paths

to maintain reliable communication and navigation performance is practically

useful. Path planning for acoustic search aims to optimally plan AUVs’ paths to

timely and accurately locate acoustic targets. This is important in underwater

search & rescue missions.

The sonar-based online path planning in unknown underwater environments
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for collision & obstacle avoidance has many successful attempts [145]–[148].

However, significant environmental uncertainties make modeling-based path

planning problems extremely challenging. Environmental modeling and path

search are two main steps in modeling-based path planning problems [136].

If operating environments are well understood, it is straightforward to plan

trajectories of AUVs through methods such as data assimilation [149] (e.g.,

genetic algorithm [144]) with the aid of conventional propagation models [150].

In practice, the requirement of having accurate environmental knowledge in

order to use conventional propagation models is often impractical. As a feasible

alternative, GPR can estimate acoustic fields in unknown environments for

modeling-based problems [102]. It is especially useful in adaptive sampling

problems to determine optimal sampling locations using information theory

metrics such as maximum entropy [151] and mutual information [152]. GPR

models can also be applied to cooperatively plan optimal trajectories among

multiple AUVs [153]. As discussed in Section 3.2.2, modeling acoustic fields

through data-driven techniques requires a large number of acoustic observations

across operating environments, making the modeling-based path planning

extremely inefficient in terms of time and implementation complexity.

As far as we are aware, effective environmental modeling for modeling-based

problems in unknown environments remains challenging. Our proposed modeling

recipe is data-aided, thus capable of incorporating new observations to fine-tune

the trained model to continuously improve prediction accuracy. It offers a

promising and data-efficient modeling alternative in fully or partially unknown

underwater environments for modeling-based path planning problems.
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3.4 Summary

We briefly explained some preliminary concepts in underwater acoustics and

surveyed underwater acoustic path planning, implicitly showing how challenging

it is to model acoustic propagation in practical underwater environments. We

also reviewed state-of-the-art acoustic propagation modeling techniques and

outlined their practical limitations. Physics-based models require accurate

environmental knowledge beforehand. Such a requirement can be eliminated

by data-driven techniques at the cost of using extensive acoustic observations.

The emergence of SciML offers a new perspective to address the limitations

that are inherent to physics-based models and data-driven models. Modeling

underwater acoustic propagation using SciML through PINNs, while showing

great potential, has very limited success in practice. This research gap in the

domain of underwater acoustic propagation modeling motivates us to bridge the

gap in this thesis. We will come up with a new SciML strategy that is structurally

different from PINNs to effectively model acoustic propagation in an underwater

environment in later chapters. We will demonstrate the proposed modeling

recipe based on the ray theory and the normal mode theory in Chapter 4 and

Chapter 6 respectively.
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Ray-based Data-aided Propagation Modeling

The idea of embedding scientific domain knowledge of acoustic propagation

into data-driven ML leverages the complementary strengths of data-driven ML

and underlying physics. It thus has the potential to yield a data-efficient and

well-generalized propagation modeling recipe. As reviewed in Chapter 3, PINNs

encode physics to augment loss functions. However, there are limited attempts

in practically modeling underwater acoustic propagation using PINNs.

How to effectively model high-frequency acoustic propagation in underwater

environments under partial environmental information using limited acoustic

measurements is the focus of this chapter. Instead of using PINNs, we employ a

new approach to design a class of ML algorithms where the physics is encoded

in the structure of the algorithms. The functions these algorithms learn are

automatically solutions to the acoustic wave equation. We give up the universal

approximation property of NNs, and constrain our algorithms to only learn

physically realistic functions. This constraint enables us to learn from very little

data, and to extrapolate beyond the region where the data are collected. The

work presented in this chapter is published in [154] and [155].
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4.1 Problem formulation

We assume that an acoustic source locates at rs and transmits a continuous

wave (CW) signal at frequency f in an underwater environment. The acoustic

signals emitted from the source interact with the water surface, bottom and

other surrounding boundaries as they propagate in an underwater acoustic

channel. The pressure amplitude p̄(r) received at location r is composed of

a set of multipath arrivals, each of them has an associated intensity, phase and

arrival time. The multipath arrivals interfere with each other constructively and

destructively, leading to spatial variation of acoustic fields across the underwater

environment. Considering a high-frequency point source, we aim to effectively

model acoustic propagation (or equivalently predict received acoustic signals) in

the desired number of dimensions using limited environmental knowledge and a

small amount of acoustic data collected within an area of interest (AOI).

4.2 Ray basis neural network framework

The acoustic wave equation determines the propagation of acoustic energy from

the source, and is expressed as [29]:

∂2p

∂t2
= c2∇2p, (4.1)

where p represents acoustic pressure, t denotes time and c is the sound speed,

∇2 is the Laplace operator. Assuming a harmonic wave field, a solution to (4.1)

can be written as:

p(r, t) = p̄(r)eiωt, (4.2)
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where r is the spatial coordinate, p̄(r) represents complex pressure amplitude,

and ω = 2πf denotes angular frequency. Substituting (4.2) back into (4.1) and

rearranging, we get the Helmholtz equation [29]:

k2p̄(r) +∇2p̄(r) = 0, (4.3)

where k = ω
c is called the wavenumber. Equation (4.3) can be solved by:

p̄(r) = Aeiφeik·r, (4.4)

where A and φ represent the amplitude and phase of a wave, and k is wave

propagation vector that satisfies:

‖k‖2 = k. (4.5)

Any function of the form (4.4) solves the acoustic wave equation. Due to the

linearity of the acoustic wave equation, the superposition of nray such functions

must also be a solution to the acoustic wave equation. Thus, the field at a

location r can be expressed as the sum of terms given by (4.4):

p̄(r) =

nray∑

m=1

Ameiφmeikm·r, (4.6)

where Am denotes the amplitude of mth arrival, φm refers to the corresponding

phase term, and km = kk̂m for some unit vector k̂m.

This is the well-known ray solution to the acoustic wave equation [30], with
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Figure 4.1: An example showing the superposition of 5 multipath arrivals at a
receiver location in a typical ocean environment.

Ameiφm being the complex amplitude of the mth ray and k̂m being the direction

of travel of that ray. Fig. 4.1 elaborates the intuition behind (4.6) from a receiver

point of view. The acoustic field at a receiver location r can be visualized as

the superposition of nray multipath arrivals. Conventional ray models determine

Am, φm and km for all m, given detailed environmental knowledge. It is not

generally possible to compute Am, φm and km if partial or no environmental

knowledge is available. Fortunately, ML provides us the necessary tools to learn

the unknown parameters or functions from data. We can think of (4.6) as a

function to be modeled using a specialized NN with each term in the summation

playing the role of a neuron (with parameters closely related to Am, φm and

km). The values of the parameters can be learnt from data using a generalized

backpropagation algorithm [156] with automatic differentiation [157] applied to

this NN, such as ADAM [158].

The functions that this NN can learn are guaranteed to solve the acoustic

wave equation (4.1) by construction, hence incorporating the acoustic domain

knowledge in the structure of the NN. We term this specialized NN as a ray basis
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Figure 4.2: The computation graph for (4.6) illustrating the proposed RBNN
framework. T contains unknown model parameters whose values are learnt
during the training.

neural network (RBNN), as the neurons in the network can be interpreted as

acoustic rays arriving at a given receiver location as shown in Fig. 4.2.

It is worth noting that our model structure is determined based on the

governing physics and is conceptually different from a conventional PINN.

Instead of imposing physical constraints in the loss function of a standard NN,

we embed the constraints in the structure of the NN by making each neuron

individually obey the governing physics. We then borrow the training strategies

from a standard NN to find the best-fitting values of the unknown parameters

of the resulting model by continuously minimizing a loss function that measures

the error between the model output and observed data. The dataset used in

model training stage is comprised of a set of measurement locations rtrain =

[
r1train, r

2
train, r

3
train, ...

]
and corresponding acoustic field measurements ytrain =

[
y1train, y

2
train, y

3
train, ...

]
. Furthermore, one can construct more sophisticated NNs

with a mix of standard neurons and RBNN-neurons, as we shall show later. Such

NNs can be useful in solving problems with partial environmental knowledge.
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The formulation presented above forms a basic recipe to model

high-frequency acoustic propagation using the SciML methodology. The exact

calculations of Am, φm and km of each ray are application-dependent, since some

of these terms may be calculated based on environmental knowledge, and others

determined from parameters learned from data. In Sections 4.2.1 and 4.2.2,

we apply the recipe to generate models to handle three different application

scenarios: plane wave (far-field propagation), spherical wave (near-field

propagation) without knowledge of geometry, and spherical wave with knowledge

of geometry. In each scenario, the exact details of RBNN-neurons change, but

the overall RBNN structure and the training process remain the same.

4.2.1 Plane wave RBNN

In the far-field of a point source, a ray arrival can be well approximated by a

planar wavefront. So, if the AOI is sufficiently far from the source, we can use

a plane wave formulation for the unknowns in (4.6). This formulation does not

require any prior environmental knowledge, and is particularly helpful to model

practical scenarios where the environment is largely unknown. The unknown

terms Am and φm are treated as unknown model parameters to be determined

during training. If the sound speed or frequency is unknown, k may also be

treated as an unknown parameter. The 3D unit vector k̂m is parametrized in

terms of azimuthal angle θm and elevation angle ψm:

k̂m =





cos(θm) sin(ψm)

sin(θm) sin(ψm)

cos(ψm)




. (4.7)
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The set of trainable RBNN model parameters in the plane wave formulation

therefore is:

Tp ≡ (A,φ, k, θ,ψ) , (4.8)

where A =
[
A1, A2, . . . , Anray

]
, φ =

[
φ1,φ2, . . . ,φnray

]
, θ =

[
θ1, θ2, . . . , θnray

]

and ψ =
[
ψ1,ψ2, . . . ,ψnray

]
. The absolute pressure amplitude p̂ predicted at

location r can be expressed as:

p̂(r) =

∣∣∣∣∣

nray∑

m=1

Ameiφmeikm·r
∣∣∣∣∣ . (4.9)

Since we do not assume detailed environmental information, the number of

rays nray is unknown, but a conservative upper bound can often be estimated.

Nevertheless, we find it better to think of nray as a model hyper-parameter to be

tuned during training, with the tuning guided by an estimate, if available. Due

to the strongly non-linear effect of parameters θm and ψm, the RBNN may get

trapped in local minima or saddle points during training if nray is small. A large

nray and uniformly distributed random initialization of θ and ψ ensure better

convergence, but create potential for overfitting. A L1-norm regularization on

parameters A encourages sparsity, i.e., a trained model with only a small number

of rays, and therefore avoids overfitting.

The loss function we minimize during the training is therefore the sum-square

difference between predicted and measured pressure amplitudes at given receiver

locations, combined with the L1-norm regularization term to encourage sparsity:

Lp(r, y; Tp) = |p̂(r; Tp)− y|2 + α ‖A‖1 , (4.10)
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where p̂(r; Tp) is the absolute pressure amplitude predicted by our model using

the set of trainable parameters Tp, y is the observed pressure amplitude at

location r, and α is a hyper-parameter that controls the regularization. While

we write (4.10) for a single training data point, it is usually summed over a

training mini-batch as per the standard practice in ML [159]. During validation

and model evaluation, α is set to 0.

4.2.2 Spherical wave RBNN

The acoustic propagation near a point source is best modeled using spherical

waves. In a typical ocean environment, there are three key factors that contribute

to the overall transmission loss: geometric spreading loss lg, volume absorption

loss la and reflection loss lrc (net effect from all reflecting boundaries). In contrast

to the plane wave formulation, the amplitude A and phase φ of an arrival ray

in our spherical wave formulation are functions of both source location rs and

receiver location r. Therefore, (4.6) is re-written as:

p̄(r) =

nray∑

m=1

Am(rs, r)e
iφm(rs,r), (4.11)

where

Am(rs, r) = lmg (rs, r)l
m
rc(rs, r)l

m
a (rs, r), (4.12a)

φm(rs, r) = φmrc(rs, r) + kd̄m(rs, r). (4.12b)

Here, φmrc(rs, r) is the overall reflection phase shift along the trajectory of the mth

ray, and kd̄m(rs, r) corresponds to the phase change for a propagation distance
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of d̄m(rs, r). The spherical geometric spreading loss is [64]:

lmg (rs, r) =
1

d̄m(rs, r)
. (4.13)

The volume absorption loss generally depends on the operating frequency,

propagation distance and characteristics of the propagating medium. The

widely used simplified expression of the attenuation per unit distance due to

volume absorption is given in [160]. The attenuation and phase shift when

sound interacts with scattering boundaries (e.g., seabed) can also be calculated

if we know the angle of interaction and the properties and structure of the

boundary [68].

The spherical wave formulation can incorporate varying degrees of

environmental knowledge. The model parameters involved in the field prediction

can be found through either data-driven learning strategies or numerical

calculations, depending on the environmental knowledge provided. We next

illustrate two examples that correspond to the scenarios with and without

knowledge of the channel geometry.

4.2.2.1 Without knowledge of channel geometry

For scenarios where the channel geometry is largely unknown, trajectories of rays

from the source to the receiver are unknown. However, by applying the image

source method (ISM) [161] to the problem, we can replace the unknown source

location and channel geometry with a set of unknown image sources as illustrated

in Fig. 4.3. The problem is then transformed into finding the parameters of the

unknown image sources to match with the training data.
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Figure 4.3: An illustration showing two image sources corresponding to two
reflected ray paths between the source and the receiver.

Let ro be an arbitrary reference position within the environment. We

can parametrize each image source by a pressure amplitude Am, phase φm,

a direction vector (corresponding to azimuthal angle θm and elevation angle

ψm) and distance dm from this reference position. In the case of an isovelocity

environment, the absolute pressure amplitude at a receiver r is then given by:

p̂(r) =

∣∣∣∣∣

nray∑

m=1

Am
la(‖sm − r‖2)
‖sm − r‖2

ei(φm+k‖sm−r‖2)

∣∣∣∣∣ , (4.14)

where

sm = ro − dm





cos(θm) sin(ψm)

sin(θm) sin(ψm)

cos(ψm)




, (4.15)

and la(·) is attenuation due to volume absorption as given in [160]. The complete

set of trainable parameters for this model are:

Ts ≡ (k, θ,ψ,d,A,φ) , (4.16)

where d =
[
d1, d2, . . . , dnray

]
contains distances between reference location and

image sources. The loss function to be minimized is identical to (4.10).
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4.2.2.2 With knowledge of channel geometry

If the channel geometry and associated reflecting boundaries are partially or

completely known, we can incorporate available knowledge into our model. To

illustrate the idea, let us assume that we know the source location and the

channel geometry. We also assume that the sea surface is modeled well as a

pressure-release boundary, but that we do not know the reflection coefficient for

the seabed.

We can model the acoustic waves scattered from boundaries as reflection

coefficients. Given the source location and channel geometry, we can compute

the incidence angle γm for each ray at the seabed. The reflection coefficient

of the seabed is an unknown function of incidence angle, and may be modeled

using a simple 1-input 2-output (magnitude and phase) feedforward NN with

a single hidden layer. We call this NN as the reflection coefficient neural

network (RCNN). The same reflection coefficient function applies to all rays

incident on the seabed, and hence the RCNN weights are shared across all the

rays. The RCNN is implemented as an additional layer in the RBNN framework

with shared weights, as illustrated in Fig. 4.4.

A ray may experience more than one reflections at the seabed. The overall

reflection coefficient for mth arrival ray is:

lmrc(r) =

nm
b∏

j=1

RCNNε(γ
m
j (r)), (4.17)

where nm
b is the number of seabed reflections for ray m, γmj (·) is the incidence

angle for jth seabed reflection, and RCNNε(·) is the predicted reflection
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Figure 4.4: The computational graph for (4.19) can be modeled as an additional
RCNN layer prior to the RBNN layer.

coefficient magnitude from the RCNN. The corresponding cumulative phase shift

is:

φmrc(r) = nm
s π +

nm
b∑

j=1

RCNNκ(γ
m
j (r)), (4.18)

where RCNNκ(·) is the reflection phase shift predicted by the RCNN, and nm
s

is the number of surface reflections for ray m. The phase change nm
s π is due to

the pressure-release boundary assumption, and can easily be replaced by a more

sophisticated surface reflection model, if desired.

As in the previous section, we choose to apply the ISM to replace the source

with multiple image sources. This allows us to work with approximate knowledge

of channel geometry and learn the exact locations of the image sources from data,

as we illustrate later in this section. The resultant absolute pressure amplitude
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can be expressed as:

p̂(r) =

∣∣∣∣∣

nray∑

m=1

lmrc(r)la(‖sm − r‖2)
‖sm − r‖2

ei(φ
m
rc(r)+k‖sm−r‖2)

∣∣∣∣∣ , (4.19)

where the ray trajectory necessary for the evaluation of lmrc(·) can be computed

by geometric ray tracing [162]. Since we are using a ray tracing model, the recipe

also works with non-isovelocity SSP by changing the euclidean distances term

‖sm − r‖2 in (4.19) to actual propagation distances along curved ray paths.

The overall computation graph for (4.19) can be viewed as a NN with

geometric ray tracer, RCNN layer, and RBNN layer as shown in Fig. 4.4. The

set of trainable RBNN parameters in this model are:

Tsg ≡ (k, θ,ψ,d,R) , (4.20)

where R represents all trainable parameters in the RCNN layer.

The search spaces for θ and ψ span [0, 2π), and for d spans [0,∞). The

knowledge of geometry and the source location allows us to pre-calculate nominal

arrival ray directions θ′, ψ′ and propagation distances d′ prior to the model

training stage. The calculated nominal directions and distances may deviate

from reality due to limited knowledge or measurement error. We model this
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with appropriate error terms eθ, eψ and ed:

θ = θ′ + eθ, (4.21a)

ψ = ψ′ + eψ, (4.21b)

d = d′ + ed. (4.21c)

We then replace the trainable parameters θ, ψ, and d with the corresponding

error terms, thus replacing (4.20) with:

Tsg ≡ (k, eθ, eψ, ed,R) . (4.22)

The amount of errors allowed in eθ, eψ and ed reflect how confident we are

about our knowledge of the channel geometry and source location. We impose

L2-norm penalty terms in the loss function to constrain values of eθ, eψ and ed

learnt during the training process. We also add a harsh penalty term to ensure

that the reflection model learnt by the RCNN obeys energy conservation∗. The

resulting loss function is:

Lsg(r, y; Tsg) = |p̂(r; Tsg)− y|2 +
∥∥∥∥ζ

√
eθ2 + eψ2

∥∥∥∥
2

+ β ‖ed‖2 + χmax

{
0,

∫ 0.5π

0
ε(γ)2dγ − 1

}
, (4.23)

where ζ, β and χ are hyper-parameters related to the three penalty terms.

All elements in the hyper-parameters are set to 0 during the validation and
∗This is the upper bound for reflected energy in lossy environments.
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applications:

scenarios:

(Section 4.3)

(Section 4.3.1) (Section 4.3.2) (Section 4.3.3)

far-field acoustic
field prediction

near-field acoustic
field prediction

inversion for a seabed 
reflection model

geo-acoustic inversion 
for seabed properties

(Section 4.3.4)

simulation studies

(Section 4.2.1)

all environmental 
parameters are unknown

partial environmental 
parameters are known

(Section 4.2.2)

Figure 4.5: Summary of the application scenarios demonstrated via simulation
studies.

model evaluation. In general, the image sources corresponding to higher-order

reflections are assigned smaller penalty coefficients as angular errors are amplified

with an increasing number of reflections.

4.3 Simulation studies

To study the effectiveness of our proposed method, we consider four common

applications of ocean acoustic propagation models. These are summarized in

Fig. 4.5.

All four applications consider using a profiling float equipped with a single

hydrophone, collecting acoustic field measurements at a constant sampling rate.

Such floats provide a cost-effective way of sparsely sampling acoustic fields.

We assume that the profiling float can control its motion vertically, but not

horizontally. The float freely drifts horizontally with ocean currents, thus

following a zig-zag trajectory as it moves up and down through the water column.
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Table 4.1: Simulated environmental setup for the far-field acoustic field
prediction application.

Parameters Value

Environmental model 2D
Frequency 10 kHz
Seabed Sandy clay
Bathymetry Range-dependent
Source depth 5 m
Sound speed 1,541 m/s
Distance between source and AOI 995 m
Dimensions of AOI 50 m × 30 m
Number of training data 688
Number of validation data 296
Number of test data 601,601
Number of rays in the RBNN layer 60

4.3.1 Far-field acoustic field prediction

The first application we shall consider is that of acoustic field prediction within

an AOI at a long distance from an acoustic source. Suppose we have acoustic

measurements from a profiling float along a zig-zag trajectory through the AOI,

but no other environmental knowledge. Conventional propagation models cannot

be used for this application, as they require environmental knowledge as input.

As discussed in Section 4.2.1, RBNN parameters Tp can be learnt without prior

environmental knowledge, with acoustic field measurements at a few points as

training data. With a sufficiently large distance between the acoustic source and

the AOI, the plane wave RBNN formulation may be used to approximate the

acoustic propagation in the AOI.

We simulate a profiling float performing 17 profiles through a 50 m × 30 m
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Figure 4.6: Simulated environment for the far-field acoustic field prediction
application. The trajectory of the profiling float can be seen in terms of the
training data points. The ground truth field pattern within the AOI is also
shown.

AOI at a distance of 995 m from a 10 kHz source deployed at a depth of 5 m.

The simulation setup is detailed in Table 4.1 and illustrated in Fig. 4.6. A total

of 984 acoustic field measurements are collected along the trajectory of the float,

of which 70% are used to train the RBNN model, and the remaining 30% are

used for validation. The training data train trainable parameters T , while the

validation data are used to implement early stopping to avoid over-fitting. We

wish to predict acoustic fields in the entire AOI.

We benchmark the field prediction performance of the RBNN against two

popular data-driven techniques: GPR and DNN. We use a GPR with a composite

kernel of a squared exponential isotropic kernel and a Matérn 5/2 ARD kernel,

as this is a common choice for multi-dimensional regression problems. The

DNN model used has three fully-connected hidden layers with rectified linear

unit (ReLU) as the activate function.

We use the Bellhop propagation model [61] to generate 984 synthetic acoustic

measurements along the profiler’s trajectory for training and validation. The
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(b) Ground truth field in an
extended region
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within the AOI

(d) GPR field estimate
within the AOI

(e) DNN field estimate
within the AOI
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(h) DNN extrapolated field
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Figure 4.7: The estimated field patterns for the far-field acoustic field prediction
application. Panel (a) shows the ground truth field pattern within the AOI,
while panel (b) shows the ground truth field within a 50 m extended area on
both sides of the AOI. Panels (c)–(e) show the estimated fields by RBNN, GPR
and DNN. Panels (f)–(h) show the corresponding extrapolated field by RBNN,
GPR and DNN in the extended region. Panels (i)–(k) show the estimated field
when the training data has positional errors.
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Table 4.2: Model complexity and RMS test error of the three models for field
predictions within the AOI.

Method Number of RMS test error (dB)
model parameters Error-free data Noisy data

RBNN1 60 3.082 4.258
GPR 13742 3.211 3.167
DNN 6421 3.488 3.372

1 Plane-wave RBNN.
2 Dimensionality of each data point × training data size.

high-frequency source produces a complex interference pattern. To evaluate the

field prediction performance in simulation, we generate a dense test dataset of

601,601 data points over a grid covering the AOI, with a resolution of 0.05 m in

depth and range. The trainable model parameters in RBNN and DNN models

are randomly initialized. We therefore carry out 10 Monte Carlo simulations for

the RBNN and DNN models and present the results with the best validation

error. The hyper-parameters in the GPR kernel are chosen to yield the best

performance based on the validation data. We also add a random position error

of up to 0.1 m on each dimension of the measurement locations of the training

and validation data to evaluate model robustness.

The RMS test error and the model complexity (number of model parameters)

of the three models are reported in Table 4.2. The acoustic field patterns

estimated by the three approaches are shown in Fig. 4.7. All three methods are

able to learn key features of the acoustic fields within the AOI. The RBNN model

recovers most of the details in the AOI and extrapolates well in an extended region

beyond the AOI. The GPR learns the field pattern well within the AOI where

training data are available, but fails to extrapolate the field in the extended
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region. The field pattern reconstructed by the DNN has the lowest fidelity

among the three approaches. The extrapolated field by the DNN also deviates

significantly from the ground truth. The extrapolated field patterns shown in

Fig. 4.7 (f), (g) and (h) highlight the unique ability of the RBNN to not only

interpolate well, but also to extrapolate.

The field prediction performance of the GPR and the DNN, as quantified by

the RMS test error, is not significantly affected by position errors in the dataset.

On the other hand, the field prediction accuracy of the plane wave RBNN is

found to be vulnerable to position errors. Interestingly though, the qualitative

field patterns seen in Fig. 4.7 (i), (j) and (k) show that the RBNN captures the

overall field pattern the best, even in the case of position errors.

4.3.2 Near-field acoustic field prediction

We next consider an acoustic field prediction application within an AOI from

a less distant source assuming that the channel geometry is known. Acoustic

measurements are collected along a zig-zag trajectory within AOI using a

profiling float. Since some of the environmental parameters (e.g., seabed

properties) are unknown, we cannot employ conventional propagation models

for field prediction. We can, however, use the spherical wave RBNN from

Section 4.2.2.2 with the knowledge of channel geometry. We can calculate the

nominal arrival ray directions θ′, ψ′ and propagation distances d′ prior to the

training. This significantly improves the training effectiveness and accuracy.

For this application, we use a simple spherical wave RBNN model based

on (4.19), without the RCNN layer. The overall effect of the reflections

75



Chapter 4. Ray-based Data-aided Propagation Modeling

sandy clay seabed

D
ep
th
(m
)

Range (m)

30

0

15

100500

training data
validation data

dB

-30

-35

-40

-45

-50

source

150 200

AOIextended region extended region

Figure 4.8: Simulated environment for the near-field acoustic field prediction
application. The trajectory of the profiling float can be seen in terms of the
training data points. The ground truth field pattern within the AOI is also
shown.

and absorption is modeled with a set of trainable parameters A, associated

with the set of rays. To model geometrical measurement errors, we also add

error parameters for nominal directions and propagation distances. The set of

trainable parameters therefore is:

Ts ≡ (k, eθ, eψ, ed,A,φ) . (4.24)

The setup of the simulated environment is shown in Fig. 4.8 and summarized

in Table 4.3. A profiling float performs 2 profiles across a 50 m × 28 m AOI at

a distance of 100 m from a 5 kHz source deployed at a depth of 15 m to collect

167 acoustic field measurements. We use 70% of the collected measurements

to train the RBNN, and aim to estimate the acoustic field in the entire AOI.

We benchmark the field prediction performance of the RBNN against GPR and

DNN with the same model configurations as discussed in Section 4.3.1.

A dense test dataset of 561,561 data points on a 0.05 m spacing grid covering
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Table 4.3: Simulated environmental setup for the near-field acoustic field
prediction application.

Parameters Value

Environmental model 3D
Frequency 5 kHz
Seabed Sandy clay
Bathymetry Range-independent
Water depth 30 m
Source depth 15 m
Sound speed 1,541 m/s
Distance between source and AOI 100 m
Dimension of AOI 50 m × 28 m × 0.1 m
Number of training data 116
Number of validation data 51
Number of test data 561,561
Number of rays in RBNN 60

the AOI is generated using Bellhop to evaluate the field prediction performance.

As RBNN and DNN may be sensitive to random initialization, we carry out

10 Monte Carlo simulations for each, and present the results with the best

validation error. The hyper-parameters in the GPR kernel are tuned to yield

the best validation error. To evaluate model robustness, we added random

measurement errors in the source location (0.3 m in horizontal directions, 0.1 m

in depth), measurement locations (maximum of 0.4 m in all directions) and water

depth (1 m) of AOI.

The RMS test errors of the estimated fields within the AOI by the three

models are shown in Table 4.4. The acoustic field patterns within AOI estimated

by the three approaches are shown in Fig. 4.9 (c), (d) and (e). Fig. 4.9 (f), (g)

and (h) show extrapolated fields by the three models. The RBNN model is
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Figure 4.9: The estimated field patterns for the near-field acoustic field
prediction application. Panel (a) shows the ground truth field pattern within the
AOI, while panel (b) shows the ground truth field within a 50 m extended area on
both sides of the AOI. Panels (c)–(e) show the estimated fields by RBNN, GPR
and DNN. Panels (f)–(h) show the corresponding extrapolated field by RBNN,
GPR and DNN in the extended region. Panels (i)–(k) show the estimated field
when the position and geometry measurements have random errors.
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Table 4.4: RMS test error for the near-field acoustic field prediction
application.

Method RMS test error (dB)
Error-free data Noisy data

RBNN 1.688 6.519
GPR 7.011 7.056
DNN 7.118 7.142

able to predict and extrapolate the spatially fast-varying field patterns well,

even with a much smaller training data set as compared to the far-field acoustic

field prediction application in the previous section. However, the GPR and

DNN show poor performance in terms of the estimated field pattern and RMS

test error, for both interpolation and extrapolation of the acoustic field. The

results highlight the data-efficiency of the RBNN model–the model can effectively

incorporate knowledge of channel geometry and therefore train with very little

data. Conventional GPR and DNN models, on the other hand, fail to predict

field patterns as they do not benefit from partial environmental knowledge.

As one would expect, measurement noise worsens the prediction accuracy

for the RBNN model. The sensitivity of field prediction to position errors is

summarized in Table 4.5. However, the qualitative field pattern can still be

recovered even with large measurement errors as seen in Fig. 4.9 (i).

4.3.3 Inversion for a seabed reflection model

The third application we demonstrate is to extract a seabed reflection model from

acoustic measurements. Seabed reflection depends on the seabed structure and

material properties, which are often unknown. In applications where multipath
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Table 4.5: Sensitivity of RMS test error of field prediction to random position
error, for the near-field acoustic field prediction application.

Maximum position error1(m) RMS test error (dB)

0.0 1.688
0.1

√
3 3.696

0.2
√
3 4.900

0.3
√
3 5.139

0.4
√
3 6.519

1 Maximum position error per dimension ×
√
3.
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Figure 4.10: Simulated environment for inversion of seabed reflection model.
The trajectory of the profiling float can be seen in terms of the training data
points. The ground truth field pattern within the AOI is also shown.

arrivals overlap and cannot be separated, we cannot measure the reflection

coefficient directly. Our proposed recipe can, however, learn a reflection model

from observed total transmission loss at a number of observation points. We

use the RBNN model from Section 4.2.2.2 together with the RCNN layer, where

the RCNN models the unknown reflection coefficient (as a function of reflection

incident angle). By training the composite spherical wave model described in

(4.19), we can recover a trained RCNN as a model for the seabed reflection.

We assume that the channel geometry and source location are known. A

5 kHz source is deployed at a depth of 15 m and a profiling float is employed
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Table 4.6: Effect of measurement position error on the learnt seabed reflection
model.

Maximum
position Reflection coefficient Reflection phase shift

error (m)

0.00

0.01
√
3

0.05
√
3

0.10
√
3
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to perform 10 profiles through a 300 m × 30 m AOI. The simulation setup

is illustrated in Fig. 4.10. A total of 1,150 acoustic field measurements are

collected along the trajectory, and 70% of them are used to train the composite

RBNN model. The environmental setup is similar to the near-field acoustic field

prediction application in Section 4.3.2, and the synthetic data are generated

using Bellhop. We pre-calculate the nominal arrival directions and propagation

distances and use acoustic data to optimize the trainable model parameters Tsg

given in (4.22).

In Table 4.6, we present the inferred reflection coefficient curves and phase

shift curves for various amounts of position measurement error. In an ideal

scenario with no measurement errors, we can accurately recover the seabed

reflection model. The modeling errors increase with the amount of position

measurement errors, as one would expect. The effect of measurement errors can

be partially mitigated by increasing the size of the training dataset.

4.3.4 Geo-acoustic inversion for seabed properties

The last application we shall consider is a geo-acoustic inversion problem,

where we wish to determine geo-acoustic seabed properties from acoustical field

measurements. We consider a simple Rayleigh reflection model to illustrate the

idea. The complex Rayleigh reflection coefficient is given by [68]:

Γ =
ρr cos γ −

√
( δ̄cr

)2 − sin γ2

ρr cos γ +
√
( δ̄cr

)2 − sin γ2
, (4.25)

82



Chapter 4. Ray-based Data-aided Propagation Modeling

sandy clay seabed

D
ep
th
(m
)

Range (m)

30

0

15

100

0

training data
validation data

dB

0

-30
-40
-50
-60

-10
-20

Figure 4.11: Simulated environment for the geo-acoustic inversion of seabed
properties. The trajectory of the profiling float can be seen in terms of the
training data points. The ground truth field pattern within the AOI is also
shown.

where

δ̄ = 1 + iδ, (4.26a)

ρr =
ρseabed
ρseawater

, (4.26b)

cr =
cseabed
cseawater

, (4.26c)

where δ denotes dimensionless seabed absorption coefficient, ρr denotes relative

density, cr represents relative sound speed. We assume ρr, cr and δ are unknown

and to be determined from acoustic field measurements.

We assume that the source and receiver locations, as well as the channel

geometry, are known. An acoustic float is employed to take 166 acoustic

measurements over 100 m × 30 m AOI along a zig-zag trajectory from a 5 kHz

acoustic source deployed at a depth of 15 m. Same as previous applications,

70% of the measurements are used to train the RBNN model, while the balance

30% is used for validation. Fig. 4.11 depicts the simulated environment and the

sampling trajectory of the acoustic float.
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Table 4.7: Estimated seabed parameters as a function of maximum position
measurement error.

Maximum Training ρr cr log(δ) (dB)
position error (m) dataset [% error] [% error] [% error]

0.00 166 1.147 0.985 -2.616
[0.0%] [0.0%] [0.0%]

0.01
√
3 166 1.221 0.998 -2.910

[1.2%] [-0.7%] [-11.2%]

0.05
√
3 252 1.055 0.988 -2.222

[-8.0%] [0.3%] [15.1%]

0.10
√
3 335 1.153 0.994 -3.810

[0.5%] [0.9%] [-45.6%]

0.20
√
3 335 1.204 0.948 -3.342

[5.0%] [-3.7%] [-27.8%]

0.50
√
3 421 1.257 0.992 -4.211

[8.1%] [0.8%] [-61.0%]

In Section 4.3.3, we model the angle-dependent complex reflection coefficient

using a RCNN. While this is useful for acoustic propagation modeling, this

approach does not yield estimates of geo-acoustic properties such as ρr, cr and δ.

We therefore replace the RCNN layer in (4.19) with the expression for complex

reflection coefficient from (4.25), and train the resultant composite RBNN. The

set of trainable parameters for this RBNN is:

Tsg ≡ (k, eθ, eψ, ed, ρr, cr, δ) . (4.27)

Table 4.7 summarizes the estimated values and percentage error for the three

unknown geo-acoustic parameters for various levels of position measurement

errors. With accurate measurements, the model is effective in accurately

84



Chapter 4. Ray-based Data-aided Propagation Modeling

determining the geo-acoustic parameters. In the presence of position errors,

we need to increase the training data size to improve model robustness. The

robustness of geo-acoustic inversion depends on the sensitivity of the acoustic

field to each geo-acoustic parameter. In this example, ρr and cr affect the

acoustic field more strongly than δ. Increasing training dataset size improves

the robustness of the estimates of ρr and cr, but much less for δ.

4.4 Discussion

The numerical studies evaluated in this chapter assume single-frequency CW

acoustic signals. To exploit received signals in the frequency domain, we can

apply the RBNN framework to model multi-frequency acoustic propagation.

The frequency-aided RBNN framework utilizes multi-frequency acoustic field

measurements at various locations to learn common model unknowns over a

frequency band. This idea potentially gives us advantages in data efficiency. We

have primarily explored this idea in [163].

As our proposed modeling recipe is structurally constrained to only predict

physically realistic results, it may have problems escaping from local minima

and jumping from one location in the solution space to another where paths

in between pass through regions with no physical solution during the training.

We purposely initialize a lot more rays to tackle such an issue. PINNs handle

local minima by controlling the hyper-parameters of physical PDE constraints

in the loss functions. We can make physics-informed loss terms weaker in

order to allow PINNs jump over such regions, after which we can put more

weights on the PDE constraints to make PINN predictions obey physics. This
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allows us to put different emphases on obeying physics and being data-driven

at different training stages to aid the learning of PINNs. However, optimally

tuning all hyper-parameters in PINNs is hard. The PDE constraints in PINNs

are mathematically weaker than the structural constraint used in our proposed

modeling recipe. The PINNs are fundamentally NN models which potentially

introduce a lot more trainable parameters than our physics-based model. These

explain why our proposed physics-based data-aided modeling recipe performs

well in the propagation modeling problems evaluated in this thesis.

4.5 Summary

In this chapter, we proposed a data-efficient acoustic propagation modeling

framework based on the ray theory for high-frequency underwater applications.

It can incorporate any known environmental information and be trained

with observed data, making it suitable for solving both forward and inverse

propagation modeling problems using limited data. We demonstrated a few

applications of the proposed RBNN framework to highlight its flexibility and

capability in various acoustic propagation modeling scenarios. Our approach is

not only data-efficient, but also avoids the need for additional hyper-parameter

tuning†. Moreover, the algorithm is computationally simple and we can fully

model 3D acoustic environments easily.

The proposed RBNN framework can model acoustic propagation in any

underwater environment under partial environmental knowledge. It bridges

the gap in the state-of-the-art modeling techniques, and thus can solve some
†The hyper-parameters in our proposed recipe are much more robust than hyper-parameters

in PINNs
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practical modeling problems that used to be considered challenging or infeasible.

In the next chapter, we will apply the proposed RBNN modeling framework to

effectively model acoustic propagation in a partially unknown confined water

environment where neither modeling it analytically nor geometrically using the

state-of-the-art modeling techniques works.
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Chapter 5

Propagation Modeling in Confined Waters

Small confined water environments, such as water tanks and pools, are strongly

reverberant and surprisingly complicated to model. Conventional acoustic

propagation models are typically designed for open water environments where

out-of-plane arrival energy is negligible. Modeling acoustic propagation in

confined water environments is extremely hard using state-of-the-art modeling

techniques, especially for irregular and less known environments. Fortunately,

the acoustic propagation modeling recipe proposed in Chapter 4 generalizes well

in any underwater environment, providing us a new modeling alternative for

problems that cannot be addressed by conventional models. In this chapter, we

utilize the proposed RBNN modeling framework to model acoustic propagation

in an acoustically complicated confined water environment, specifically a small

water tank, under partial environmental knowledge. The work presented in this

chapter is published in [155].

5.1 Problem formulation

We aim to model acoustic propagation in a 3D cubic water tank using a small

number of acoustic measurements collected within an AOI by means of the

proposed RBNN modeling framework. While acoustic rays in the rectangular

geometry can be modeled with a 3D ray tracer, multiple reflections lead to strong
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Figure 5.1: Water tank setup.

sensitivity to minor geometrical irregularities of the tank wall. The tank walls

are made of an inhomogeneous composite material (fibre-reinforcement plastic)

with complicated reflection properties that are not directly measurable. This

provides us a challenging acoustic propagation modeling problem.

The water tank has a dimension of 2.5 m × 1.2 m × 0.8 m with a

10 kHz CW acoustic signal source deployed, as illustrated in Fig. 5.1. A

0.36 m × 0.9 m × 0.44 m AOI is located 0.5 m from the source. The sound speed

is assumed to be 1, 505 m/s, in accordance with conductivity and temperature

measurements in our tank. We split the AOI into non-overlapping training and
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test regions to test the extrapolation capability of the models. The training

and validation data (250 and 28 data points respectively) are obtained from the

training region, whereas the test data (222 data points) are obtained in test

region.

Before undertaking modeling using experimental data, we develop a

simplified simulation model of the tank to establish the feasibility of applying

our method to the tank environment. The simulation results are presented

in Section 5.3. Once we have established the feasibility and developed an

understanding of what performance we might expect, we experimentally model

the acoustic propagation in the tank in Section 5.4.

5.2 State-of-the-art modeling approaches

To the bests of our knowledge, there are only few attempts addressing acoustic

propagation modeling in confined waters in literature. For regular confined

water environments, such as cubic swimming pools and water tanks, using ISM

to geometrically model the acoustic propagation is straightforward assuming

channel geometry and boundary conditions are accurately provided. In [164], the

authors characterize an ultrasonic communication channel in a swimming pool

and show that the swimming pool is a rich multipath environment. However,

this work focuses on characterizing acoustic communication instead of modeling

acoustic propagation. It assumes that the swimming pool can be modeled as

water surrounded by air. Such an assumption greatly simplifies the acoustic

modeling problem as the reflection loss is negligible for flat water-air interfaces.

The swimming pool can then be readily modeled using ISM. In [165], the authors

90



Chapter 5. Propagation Modeling in Confined Waters

model a swimming pool geometrically using ISM by assuming constant reflection

losses regardless of the incident angles.

Accurately locating all contributing image sources is one of the key steps

to geometrically modeling acoustic propagation in confined waters using ISM.

This is challenging for irregular environments, such as water tanks and

pools with slops and curved walls. On the other hand, the knowledge

of reflective characteristics of surrounding boundaries is also critical. The

reflection coefficient and phase shift are incident angle dependent and hard

to be rigorously measured in most practical scenarios. This is true for both

confined water environments and open water environments. Although the

Rayleigh reflection coefficient is commonly used in the context of underwater

acoustics to estimate the complex reflection coefficient of boundaries given

geo-acoustic parameters (e.g., sound speed, density) of two mediums [166],

accurately measuring the required parameters is still practically difficult.

The water tank modeled in this chapter is cubic with a known dimension. The

reflective characteristics of all sidewalls are unknown and difficult to measure.

The current propagation modeling methods cannot tackle such a confined water

environment with partial environmental and physical knowledge.

5.3 Simulation study

We carry out a simulation study to establish the feasibility of the measurement

locations, the exact amount of acoustic data used and the designed experiment

setup. This simulation study shows us what is theoretically possible

before practically implementing the experiment and collecting lots of acoustic
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observations.

We use the spherical wave formulation with the knowledge of geometry

based on (4.19) to predict the field in the AOI. We minimize the loss function

defined in (4.23) to find optimal trainable parameters T defined as (4.22). We

adopt a geometrical ray model to simulate the acoustic propagation in the tank

environment, and generate synthetic acoustic measurements∗ within the AOI.

We assume the water-air interface to be a perfect reflector with a reflection

coefficient of −1. We adopt a simple tank sidewalls and bottom reflection model,

and assume the reflection coefficient to be given by (4.25), with ρr = 1.5, cr = 0.9

and δ = 0.0. For benchmarking, we use GPR and DNN similar to those described

in Section 4.3.1.

We generate a dense test dataset of 30, 303 points over the entire AOI with a

resolution of 0.01 m in range and width, and 0.05 m in depth. It is not practical

to collect such a dense dataset during the later experiment. So we also generate

a sparse test dataset of 222 points in the test region for later benchmarking of

the experimental results.

Since the measurement accuracy of tank dimensions and hydrophone

locations in the tank is limited, we introduce measurement errors in the tank size,

source location and measurement locations in the simulation too. The simulated

tank dimensions are mismatched from the geometrical knowledge available to

our algorithm by 0.010 m, 0.015 m and 0.020 m in the three dimensions. The

source location deviates by 0.02 m from the location provided to the algorithm.
∗The acoustic measurements are shown in Volts, as we measure the pre-amplified output

from the hydrophones in Volts during the experiment. These can be converted to µPa by
multiplying by the gain-corrected acoustic sensitivity of the hydrophone.
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Due to practical considerations, the measurement errors in shallower hydrophone

locations in our tank are expected to be less than that for deeper locations. We

therefore introduce a random error of up to 0.02 m per dimension for acoustic

measurements with depths shallower than 0.36 m, and 0.04 m per dimension

for deeper locations. We calculate the nominal incoming ray directions and

propagation distances prior to the training. We allow our RBNN model to

train the error to the nominal directions and propagation distances to cope

with the erroneous source location and tank size measurements, as discussed in

Section 4.2.2.2. To allow for a few measurement outliers during the experiment,

we opt to minimize the mean absolute error in the training process, rather than

the RMS error. This encourages the model to focus on fitting the majority of

the training data well, and ignore a few outliers.

The rich multipath in the simulated water tank environment yields a

complicated field pattern. Cross-sections of the ground truth field and the

estimated field at four different depths within the AOI are shown in Fig. 5.2.

Do note that the estimated field at the depth of 0.45 m is extrapolated as none

of the training data or validation data falls in this test region. We see that the

RBNN model can recover and extrapolate the field reasonably well, whereas the

GPR and RBNN methods fail to do so. The mean absolute test error (MATE)

of the sparse and dense test datasets is shown in Table 5.1.

The sparse test error and dense test error are based on error-free

measurements. The two types of test errors are in a similar range for all of the

three models. This suggests that the sparse test error is a representable measure

of field prediction performance. We also extrapolate the field to the entire water
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(d) DNN field estimates within AOI

Figure 5.2: Ground truth and estimated acoustic fields at four different depths.
The depth of 0.45 m is in the test region, where no training data is made available
to the three models. The other three depths are in the training region.
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(d) DNN extrapolated field estimates

Figure 5.3: Ground truth and extrapolated fields within the entire tank at four
different depths.
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Table 5.1: MATE of the estimated acoustic field in the simulation study.

Method MATE (Vpp)
Sparse Dense

RBNN 0.014 0.242
GPR 2.676 1.860
DNN 1.444 1.132

tank environment as shown in Fig. 5.3. Not surprisingly, the classical data-driven

techniques fail to extrapolate the field in the region away from the AOI, whereas

the RBNN model can generalize well and predict the field in the entire water

tank.

5.4 Experimental modeling of a water tank

With the feasibility established via simulation, we can model the acoustic

propagation in the water tank using the same setup described in Section 5.3. The

equipment setup used in the experiment is shown in Fig. 5.4. We used a National

computer

DAQ

pre-amplifier power amplifier

transmission reception

acoustic
transducer

acoustic
transducer

Figure 5.4: Equipment setup for the experiment.
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Figure 5.5: The water tank with the fixtures.

Instruments Data Acquisition (NI-DAQ) system to transmit a CW signal at

10 kHz with an amplitude of 1 Vpp. A pair of TC4013 acoustic hydrophones [167]

were used as the transmitter and receiver. 500 acoustic measurements were

collected at the same locations as the data generated in the simulation study.

Each hydrophone was attached to a fishing line, with a reel and sliding block

mechanism to control the 3D position of the hydrophone as shown in Fig. 5.5.

The water tank was located outdoors and experienced a light breeze on

occasion. This led to slight measurement errors due to small-scale oscillations

of the source and receiver. The oscillations manifest themselves as fluctuations

in the amplitude and phase of the recorded signal. We computed the average

envelope over a 40 second period to reduce the impact of oscillations on the

measurements. The RBNN model allows for errors in direction of arrival to be
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estimated during the training.

In addition to angular errors, we also expect some errors (few centimeters)

in measurements of location of the hydrophones. We design a two-stage training

strategy to deal with such location measurement errors. The first stage aims

to optimize the trainable parameters T , specified in the designed RBNN model,

using measured location data. We freeze the trained RBNN model at the end

of this stage, and focus on estimating measurement errors in the second stage.

We feed the corrected locations† into the RBNN model to predict acoustic fields

in this stage. A L2-norm penalty term of absolute position errors is added in

the loss function to constrain the range of position errors. By minimizing the

loss function, the second stage aims to estimate the most appropriate location

errors using the RBNN model parameterized by the parameters trained in the

first training stage.

To benchmark the RBNN performance, we use a GPR and DNN‡ as in

the simulation study. For each of the three methods, Figs. 5.6 and 5.7 show

the estimated fields within the AOI and the extrapolated fields in the entire

tank respectively. The field pattern extrapolated by the RBNN model looks

reasonable in the sense that the region with the strongest pressure amplitude is

consistent with the source location. The GPR and DNN fail to reconstruct any

discernable field pattern in the tank. In line with this, the MATE of the RBNN

model is significantly lower than that of the GPR and DNN models, as shown
†The corrected locations are the measured locations offset by the estimated location errors

in all dimensions
‡We found that the DNN performed better with experimental data if we replaced the

ReLU activation function with a hyperbolic tangent (tanh) activation function, and therefore
we present results for the tanh-activated DNN in this section.
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(b) GPR field estimates within AOI
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(c) DNN field estimates within AOI

Figure 5.6: Estimated field patterns within AOI using the experimental data by
the three models.

in Table 5.2. The absolute trained position errors for the 222 sparse test data

points are shown in Fig. 5.8. Most errors are below 4 cm, as we would expect

from our measurement procedure.

Fig. 5.9 shows the learnt reflection coefficient and phase shift for the water

tank walls. While we do not have ground truth to validate the reflection

coefficient curves, the learnt model works well to estimate the acoustic field
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(c) DNN extrapolated field estimates

Figure 5.7: Extrapolated field patterns of the entire tank environment using the
experimental data by the three models.

Table 5.2: Performance evaluation of the estimated acoustic field from the
controlled experiment.

Method MATE MATE Spearman’s
(Vpp) (dB) correlation coefficient

RBNN 0.003 0.381 0.971
GPR 0.021 3.675 -0.064
DNN 0.024 4.147 -0.139
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Figure 5.8: Trained absolute position error of the sparse test data using the
RBNN model.

(a) Reflection coefficient (b) Reflection phase shift

Figure 5.9: Estimated reflection model based on the trained RCNN layer of the
composite RBNN.

in the tank. We observe this in the good agreement between RBNN predictions

and measured data in Fig. 5.10, and also as a Spearman’s correlation coefficient

of 0.971 between the predictions and observations in Table 5.2. On the other

hand, the GPR and DNN simply learn to predict average values regardless of the

measurement location. The results obtained from the experiment thus validate

the efficacy of our proposed RBNN framework to model acoustically complicated

confined water environments under partial environmental knowledge.
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Figure 5.10: Comparison between test data and model predictions.

5.5 Summary

In this chapter, we applied the high-frequency modeling framework proposed in

Chapter 4 to model acoustic propagation in a highly reverberant water tank.

Such an acoustically complicated confined water environment with unknown

sidewall characteristics cannot be modeled using conventional methods. We

implemented a simulation study to primarily validate the feasibility of the

proposed modeling framework in handling such a challenging modeling problem.

With the satisfying results obtained, we trained our RBNN modeling framework

using a limited number of acoustic measurements collected in a small section of

the tank. The proposed ray-based modeling framework significantly outperforms

the two classical ML models in terms of interpolation and extrapolation

performance of acoustic fields.

The discussion and evaluations presented in Chapter 4 and Chapter 5

used the proposed high-frequency modeling framework derived from the ray

theory. However, this formulation is not accurate at low frequencies when the
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high-frequency approximation used in the ray theory breaks down. In the next

chapter, we will tailor the proposed hybrid modeling recipe for low-frequency

oceanic applications based on the normal mode theory.
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Chapter 6

Mode-based Data-aided Propagation Modeling

In Chapter 4, we proposed the RBNN framework based on the ray theory

for high-frequency acoustic propagation modeling. We practically utilized the

RBNN framework to model acoustic propagation in a highly reverberant water

tank in Chapter 5. While the ray theory is widely used for high-frequency

underwater applications, its accuracy is inherently limited at low frequencies

because of the high-frequency approximation applied. The normal mode theory

is an accurate and computationally efficient alternative to model acoustic

propagation at low frequencies. The proposed modeling recipe can be applied to

any physics-based model. In this chapter, we tailor the proposed recipe based

on the normal mode theory to model low-frequency acoustic propagation. The

work presented in this chapter is published in [168].

6.1 Problem formulation

In a 2D ocean waveguide, a low-frequency acoustic source transmits CW signals

at frequency f omnidirectionally. In accordance with the normal mode theory,

the pressure amplitude p̄(r, z) received at a location with range r and depth d

is composed of a set of modes. We aim to effectively find all contributing mode

solutions to model acoustic propagation of a low-frequency source using limited

environmental knowledge and a small amount of acoustic data collected within
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an area of measurement (AOM).

6.2 Normal mode theory

Similar to the ray theory, the normal mode theory is also derived from the

acoustic wave equation. Classical normal mode models apply the separation of

variables [169] to express acoustic field at location (r, z) as a combination of a

depth-dependent term and a range-dependent term:

p̄(r, z) = Ψ(z)Φ(r). (6.1)

We substitute (6.1) into the Helmholtz equation derived in (4.3). After

rearranging and simplification, we obtain the modal equation [31]:

ρ(z)
d

dz

(
1

ρ(z)

dΨ(z)

dz

)
+ k2z (z)Ψ(z) = 0, (6.2)

where

k2z (z) = k2(z)− k2r , (6.3)

where ρ(z) is density at depth z, k(z) = ω
c(z) , kz denotes vertical wavenumber

and kr represents horizontal wavenumber.

The modal equation derived in (6.2) is in the form of a classical

Sturm-Liouville eigenvalue problem [170]. Theoretically, there are an infinite

number of distinct mode solutions (Ψ(z) and kr) to the modal equation (6.2).

Normalized mode solutions form a complete set so that solutions to the wave
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equation can be represented as an infinite sum of the normal modes:

p̄(r, z) =
∞∑

m=1

Ψm(z)Φm(r), (6.4)

where m denotes mth mode.

The range-dependent term Φm(r) has a standard form in terms of the Hankel

function [31]:

Φm(r) =
i

4ρ(zs)
Ψm(zs)H

(1,2)
0 (krmr), (6.5)

where zs denotes source depth and H(1,2)
0 refers to the Hankel function of first or

second kind. The choice of the Hankel function depends on radiation conditions.

We adopt the Hankel function of the first kind since we assume energy is radiating

outwards as r approaches ∞. The asymptotic approximation to the Hankel

function of the first kind is often used in literature and (6.5) is approximated by:

Φm(r) ≈ i

ρ(zs)
√
8πr

e−iπ4 Ψm(zs)
eikrmr

√
krm

. (6.6)

Popular normal mode models, such as Kraken [82], seek all contributing

eigenfunction solutions Ψm(z) and corresponding eigenvalues krm to the modal

equation (6.2) while satisfying boundary conditions and environment setup.

6.3 Mode basis neural network framework

An imaginary krm makes eikrmr in (6.6) an exponentially decay term with respect

to range r. A real krm leads to a propagating mode that oscillates instead.

In far-field where propagating modes are dominating, the infinite sum in (6.4)

can be approximated as a nmode-element finite sum and the absolute pressure
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amplitude received at location (r, z) is:

p̂(r, z) ≈

∣∣∣∣∣
i

ρ(zs)
√
8πr

e−iπ4

nmode∑

m=1

Ψm(z)Ψm(zs)
eikrmr

√
krm

∣∣∣∣∣ . (6.7)

Although analytical solutions to (6.2) are not always available, general field

solutions based on the normal mode theory approximately follow [31]:

p̂(r, z) ≈

∣∣∣∣∣

nmode∑

m=1

(
Āmeikzmz + B̄me−ikzmz

)
Φm(r)

∣∣∣∣∣ , (6.8)

where Ām and B̄m are scaling factors to make sure boundary conditions and

environment setup are satisfied.

Even though the approximated field expression is provided in (6.8), the

parameters Ām, B̄m, krm and kzm associated with each mode are calculable only

if boundary conditions and all required environmental parameters are accurately

known. Any missing environmental parameter makes conventional normal mode

models fail to operate. Such a requirement greatly limits practical uses of normal

mode models as operating environments are not always well understood.

We propose a specialized NN model–mode basis neural network (MBNN)

framework to tackle such situations motivated by the ideas of SciML. Similar

to the RBNN framework, we encode the domain knowledge of acoustic

propagation based on the normal mode theory into the structure of a NN to

model low-frequency acoustic propagation. The MBNN framework retains the

capabilities of the RBNN model demonstrated in Chapter 4. The proposed

MBNN framework makes physical-based normal mode models data-driven to
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tackle various scenarios. In Section 6.3.1 and Section 6.3.2, we illustrate

three MBNN formulations in 2D ocean waveguides with isovelocity SSP and

non-isovelocity SSP respectively.

6.3.1 Isovelocity ocean waveguides

We consider an isovelocity ocean waveguide that has a constant sound speed c

and density ρ across a water depth D. A general eigenfunction solution to (6.2)

in this isovelocity ocean waveguide follows [31]:

Ψm(z) = Ām sin(kzmz) + B̄m cos(kzmz). (6.9)

We assume a pressure-release surface:

Ψm(0) = 0, (6.10)

and a rigid bottom:
dΨ

dz

∣∣∣∣
z=D

= 0. (6.11)

Such boundary conditions further simplify (6.9) to:

Ψm(z) =

√
2ρ

D
sin(kzmz). (6.12)

The corresponding eigenvalue krm is derived as:

krm =

√(ω
c

)2
−
(
(m+ 0.5)

π

D

)2
, m = 1, 2, · · · , nmode. (6.13)
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We assume that we do not know the exact values of c, ρ and D. Due

to missing environmental knowledge, conventional normal mode models can

not predict acoustic fields. Fortunately, our proposed MBNN model can

automatically learn the best-fitted values of the unknown mode parameters

from acoustic data. We train a minimal set of unknown mode parameters

and numerically calculate other unknowns using underlying physics to make

our model generalize well.

We denote the minimal set of unknown mode parameters whose values are

yet to learn from acoustic observations as MBNN model trainable parameters:

Ti ≡ (c, ρ, D) . (6.14)

We minimize the square difference between the estimated absolute pressure

amplitude p̂(r, z; Ti) and the acoustic field measurement y at a measurement

location (r, z) by tuning Ti. The loss function is defined as:

Li(r, z, y; Ti) = |p̂(r, z; Ti)− y|2 . (6.15)

Equation (6.15) often sums over a mini-batch of training data in each

iteration as per the standard practice in ML. With the optimal trainable

parameters T ∗
i learnt from training data, we can readily predict acoustic fields

using (6.3), (6.7), (6.12) and (6.13).
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6.3.2 Non-isovelocity ocean waveguides

6.3.2.1 With knowledge of SSP

The MBNN framework is capable of modeling non-isovelocity ocean waveguides

as well. As the modal equation can not be analytically solved for ocean

waveguides with non-isovelocity SSPs, approximated solutions are necessary. We

use the Wentzel–Kramers–Brillouin (WKB) approximation [171], one of the most

widely used approximation techniques in normal mode literature, to approximate

the depth-dependent term:

Ψm(z) ≈ Ām
ei

∫ z
0 kzm(s)ds

√
kzm(z)

+ B̄m
e−i

∫ z
0 kzm(s)ds

√
kzm(z)

, (6.16)

where

kzm(z) =

√(
ω

c(z)

)2

− k2rm. (6.17)

We assume boundary conditions are unknown. This missing information

introduces more unknown mode parameters as compared to the isovelocity

waveguide case in Section 6.3.1. When SSP is provided, we can use acoustic

observations to find optimal trainable parameters:

Tnk ≡
(
Ā, B̄,kr

)
, (6.18)

where Ā =
[
Ā1, Ā2, . . . , Ānmode

]
, B̄ =

[
B̄1, B̄2, . . . , B̄nmode

]
and kr =

[kr1, kr2, . . . , krnmode ].

The missing environmental knowledge makes it hard to estimate the number
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of contributing modes nmode precisely. When Ā and B̄ are parts of the trainable

parameters T , we can conservatively set nmode to an upper bound of its possible

range and add L1-norm regularization terms of Ā and B̄ to encourage sparse

solutions to aid model convergence. The loss function we used to train the

trainable parameters is updated to:

Lnk(r, z, y; Tnk) = |p̂(r, z; Tnk)− y|2 + ᾱ
∥∥Ā

∥∥
1
+ β̄

∥∥B̄
∥∥
1
, (6.19)

where ᾱ and β̄ control the regularizations. With the trained optimal model

parameters T ∗
nk, we can predict acoustic fields in a non-isovelocity ocean

waveguide with the knowledge of SSP using (6.7), (6.16) and (6.17).

6.3.2.2 Without knowledge of SSP

The detailed SSP across the water column is often unknown. The unknown SSP

makes the calculation of kzm(z) infeasible, even though the eigenvalue krm is

provided. The MBNN is flexible to incorporate with standard NNs to model

unknown physics. For example, we can implement a 1-input 1-output NN to

model the unknown SSP. We name the NN that learns the SSP as sound speed

neural network (SSNN).

In order to train the SSNN, the trainable parameter T defined in (6.18) is

modified to:

Tnu ≡
(
Ā, B̄,kr,S

)
, (6.20)

where S contains all parameters (weights and bias) in the SSNN layer.
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Figure 6.1: The computational graph for (6.7), (6.16) and (6.21) to estimate
acoustic fields with unknown SSP.

Calculating kzm(z) is feasible now using the trained SSNN:

kzm(z) =

√(
ω

SSNN(z)

)2

− k2rm, (6.21)

where SSNN(z) is the estimated sound speed at depth z.

Fig. 6.1 illustrates the overall computation graph for (6.7), (6.16) and (6.21).

We employ the same loss function defined in (6.19) to learn optimal T ∗
nu. With

T ∗
nu, we can use (6.7) and (6.16) with (6.21) to predict acoustic fields in a

non-isovelocity ocean waveguide without knowledge of SSP.

6.3.3 Generalization to other mode models

We have illustrated three MBNN formulations in range-independent ocean

waveguides and demonstrated how flexible the proposed modeling framework

is in different scenarios. It is worth noting that the exact formulations of

normal mode models are application and environment specific. The idea of
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Figure 6.2: Key steps in the proposed MBNN framework in model training stage
and field prediction stage.

our MBNN modeling framework can be applied to any variant of classical

normal mode models. For example, the MBNN framework can incorporate the

adiabatic mode methods or the coupled mode methods to model range-dependent

environments [88], [172], [173].

Fig. 6.2 describes steps involved in the MBNN model training stage and field

prediction stage. For any ocean waveguide, the key is to have an analytical field

solution or an approximated field solution based on the normal mode theory, and

use a small number of acoustic measurements as training data to find the optimal

MBNN trainable parameters T ∗. We can calculate other necessary physical

quantities based on the trained MBNN parameters so as to predict acoustic

fields at locations of interest.
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Figure 6.3: Schematic of the simulated environment at Hans Glacier.

6.4 Simulation studies

We simulate a real 2D ocean environment according to [174]. Work [174] provides

a preliminary analysis of temporal variations of acoustic ray paths and the

relationship between acoustic propagation and hydrological conditions at Hans

Glacier front. This pilot study lays a foundation for a few follow-up studies at

the Hans Glacier [175]–[177].

We assume that a mother ship anchors at a location 1,000 m from the

glacier. It carries an acoustic modem that emits 500 Hz CW signals for acoustic

communication and environmental monitoring. A peer survey vessel executes

exploration tasks in a region that is much further away from the glacier. The

bathymetry is approximately flat with a constant water depth of 25 m in

the region in which the peer vessel operates. Fig. 6.3 depicts a schematic

of the simulated environment at Hans Glacier. We use the Kraken normal

114



Chapter 6. Mode-based Data-aided Propagation Modeling

mode model [178] to generate synthetic acoustic measurements in the simulated

environment. We randomly split the acoustic measurements∗ into a training

dataset and a validation dataset based on a 70% : 30% ratio. We set the number

of contributing modes nmode as 30.

We consider a scenario where the bottom properties and boundary conditions

are unknown. We aim to model acoustic field in the AOI in Section 6.4.1 and

infer SSP using acoustic measurements collected at a nearly constant depth in

Section 6.4.2. Such problems are not solvable using conventional normal mode

models in partially unknown ocean waveguides.

6.4.1 Far-field acoustic field prediction

We consider two acoustic field prediction problems, one with known SSP and

one with unknown SSP. We affix a hydrophone array to the peer survey vessel

to collect acoustic field measurements in the AOM. It is preferred that we can

accurately estimate nearby field patterns in which the vessel has not physically

been. Therefore, we define 100 m regions on both sides of the AOM as the

extended region to demonstrate field extrapolation performance. The AOM and

the extended region form the AOI.

We benchmark the field prediction performance of the proposed MBNN

framework against two classical data-driven ML techniques: GPR and DNN.

We design a composite kernel of a squared exponential isotropic kernel and a

Matérn 5/2 ARD kernel for GPR, and implement a 2-input 1-output DNN with

three hidden layers and ReLU activation function. We randomly initialize the
∗The synthetic acoustic measurements used in simulation studies are peak-to-peak values

from hydrophone output in millivolts.
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MBNN and the DNN model parameters in each run. The hyper-parameters of

the GPR model are fine-tuned by minimizing validation error. We carry out

10 Monte Carlo simulations for MBNN and DNN models, and present the field

prediction results with the smallest validation error.

6.4.1.1 Field prediction with knowledge of SSP

We consider an ocean waveguide with a known non-isovelocity SSP, unknown

seabed properties and unknown boundary conditions. We use the WKB

approximation to formulate the MBNN model based on (6.7), (6.16) and (6.17).

We use acoustic measurements to find optimal trainable parameters T ∗
nk defined

in (6.18).

The survey vessel performs three profiles, each spaced by a 1 m range in

between, to collect acoustic measurements in a 2 m × 23 m AOM. Fig. 6.4

shows the ground truth field pattern in the AOI and locations of the three

profiles where we collect the measurements. In order to investigate the field

prediction performance, we use the Kraken model to generate 464,600 test data

with a resolution of 0.1 m in range and depth within the AOI. We investigate the

data efficiency of the three models by estimating the field patterns in the AOI

using measurements collected at one profile (24 measurements), two profiles (48

measurements) and three profiles (72 measurements) in the AOM.

Table 6.1 shows the estimated field patterns and corresponding RMS test

errors in the AOI when different amounts of acoustic measurements are given

as training data. Field patterns extrapolated using one profile measurements

and two profiles measurements are not satisfactory due to insufficient training
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Figure 6.4: Ground truth field pattern in the AOI for field prediction application
with known SSP.

Table 6.1: Acoustic field prediction performance of the three models using a
different number of profile measurements in the field prediction application with
known SSP.

Model
Estimated field pattern
[RMS test error (mVpp)]

Profile #11 Profile #1 & #2 Profile #1–#3

MBNN

5

20

15

10

De
pt
h
(m

)

550 750
Range (m)

650

5

20

15

10

De
pt
h
(m

)

550 750
Range (m)

650

5

20

15

10

De
pt
h
(m

)

550 750
Range (m)

650

[4.67] [4.80] [1.19]

GPR

5

20

15

10

550 750
Range (m)

650

De
pt
h
(m

)

5

20

15

10

De
pt
h
(m

)

550 750
Range (m)

650

5

20

15

10

De
pt
h
(m

)

550 750
Range (m)

650

[8.12] [7.50] [2.10]

DNN

5

20

15

10

550 750
Range (m)
650

De
pt
h
(m

)

5

20

15

10

De
pt
h
(m

)

550 750
Range (m)

650

5

20

15

10

De
pt
h
(m

)

550 750
Range (m)

650

[8.89] [6.51] [4.59]
1 Models are trained using acoustic measurements made at profile #1 (24 measurements).
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data, especially for data-driven models. When the measurements made at three

profiles are provided, the field estimated by the MBNN model aligns well with

the ground truth field pattern. The GPR can extrapolate more details in

the extended region. The DNN still performs poorly in extrapolation. The

corresponding RMS test errors presented also justify our observations that the

MBNN model outperforms the GPR and DNN models in terms of data efficiency

and extrapolation performance.

6.4.1.2 Field prediction without knowledge of SSP

Sound speed in an ocean waveguide is measured by sending a CTD sensor at

various depths. When either the CTD sensor or equipment to survey sound

speed at various depths is lacking, we do not know the exact SSP. In this case,

we assume that no sound speed measurement is available due to the lack of a

CTD sensor. We only have a rough understanding of a reasonable range that

the SSP may fall in. Our conservative initial guess of the SSP is that it falls

in a 100 m/s range between 1,400 m/s and 1,500 m/s and SSP variation should

not exceed 35 m/s over the 25 m water depth. We assume the detailed SSP and

seabed properties are unknown. We use a simple 1-input 1-output NN (SSNN)

with 1 hidden layer and ReLU activation function to learn the SSP in the water

column. We formulate the MBNN model based on the WKB approximation

according to (6.7), (6.16) and (6.21).

Intuitively, more acoustic data are required to train the MBNN framework

as the size of trainable parameter T increases as compared to the previous

scenario. As shown in Fig. 6.5, we uniformly collect 1,224 acoustic measurements
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Figure 6.5: Ground truth field pattern in the AOI for field prediction application
with unknown SSP.

(a) Ground truth (b) Prediction by MBNN

(c) Prediction by GPR (d) Prediction by DNN

Figure 6.6: The estimated field patterns in the AOM when SSP is unknown.
Panel (a) shows the ground truth field pattern. Panels (b)–(d) show the
estimated fields by the MBNN, GPR and DNN models.

(24 measurements/profile × 51 profiles) within a 50 m × 23 m AOM. We aim to

estimate the acoustic field pattern in the AOI by learning the optimal trainable

119



Chapter 6. Mode-based Data-aided Propagation Modeling

(a) Ground truth (b) Extrapolation by MBNN

(c) Extrapolation by GPR (d) Extrapolation by DNN

Figure 6.7: The estimated field patterns in the AOI when SSP is unknown. Panel
(a) shows the ground truth field pattern. Panels (b)–(d) show the extrapolated
fields by the MBNN, GPR and DNN models.

parameters T ∗
nu defined in (6.20) using 856 acoustic measurements as training

data. We generate 575,000 acoustic measurements, with a resolution of 0.1 m

in range and depth, as the test dataset over the AOI to rigorously quantify the

field prediction performance.

As shown in Fig. 6.6, all of the three models can interpolate acoustic fields

in the AOM well. Field patterns extrapolated in the extended region shown

in Fig. 6.7 highlight the superiority of our proposed MBNN framework over

the GPR and DNN models. The test errors listed in Table 6.2 support the

observations we draw from Fig. 6.6 and Fig. 6.7. Although learning of the SSP
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Table 6.2: Acoustic field prediction performance of the three models in the
field prediction application with unknown SSP.

Model RMS test error (mVpp)
In AOM In AOI

MBNN 0.039 0.87
GPR 0.011 2.10
DNN 0.10 2.88

Figure 6.8: The learnt SSP with the ground truth SSP in the field prediction
application. The SSNN is trained using profile measurements sampled across
the water column in the AOM.

is of no interest to the field prediction problem, the SSP learnt by the SSNN

is close to the ground truth SSP in the 100 m/s span as shown in Fig. 6.8. It

demonstrates the flexibility of the MBNN model to incorporate with standard

NNs to model unknown physics.

6.4.2 Inversion of SSP

In Section 6.4.1.2, we have demonstrated that our proposed MBNN model can

learn the SSP reasonably well using the acoustic field measurements collected at

51 profiles when a CTD sensor is not provided. If a CTD sensor is available, we
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can directly measure sound speeds at all depths while an AUV performs profiles

across the water column. However, it is no longer doable if the AUV operates at

a constant depth in missions. The AUV can only measure sound speeds at depths

it operates. Can we inverse the entire SSP using acoustic field measurements

collected at a nearly constant depth? Conventional normal mode models cannot

address this interesting problem.

We assume an AUV, equipped with a hydrophone and a CTD sensor, is

deployed from the water surface. It dives to an operating depth of 4 m in a

4 m range and operates at a constant depth of 4 m for the next 196 m. Fig. 6.9

indicates the AUV’s trajectory on top of the ground truth field pattern in the

AOM. The AUV uniformly makes acoustic field measurements as it operates in

the AOM. The AUV uniformly makes five sound speed measurements at depths

between the water surface and the operating depth. We aim to learn the entire

SSP using the acoustic field measurements collected at a nearly constant depth

with the aid of a few sound speed measurements made at shallow depths.

Figure 6.9: The trajectory of AUV labelled as an arrow on top of the ground
truth field pattern in the AOM in the SSP inversion application.
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Figure 6.10: The learnt SSP with the ground truth SSP in the SSP inversion
application using acoustic measurements made at a nearly constant depth and
a few sound speed measurements.

We assume boundary conditions and seabed properties are unknown. We use

the same model formulation, trainable parameters and initial guess of the SSP

defined in Section 6.4.1.2. The lack of strong spatial diversity in the collected

field measurements makes this inversion problem particularly challenging.

The learnt SSP, benchmarked against the ground truth SSP, is shown in

Fig. 6.10. We constrain the SSNN using the sound speed measurements made at

the water surface, 1 m, 2 m, 3 m and 4 m in the loss function. The learnt SSP

over 25 m depth is very close to the ground truth SSP, even for depths where no

acoustic field measurement and sound speed measurement are provided. Training

the MBNN model using acoustic measurements with stronger field variation

can potentially reduce the number of training data required and improve the

inversion accuracy.
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6.5 Summary

In this chapter, we formulated the proposed modeling recipe based on the

normal mode theory to address low-frequency modeling problems in ocean

waveguides. We demonstrated the superiority of the proposed MBNN framework

through field prediction problems by benchmarking against two classical ML

techniques and illustrated its feasibility in a SSP inversion problem using acoustic

measurements collected along a path with a nearly constant depth. The proposed

RBNN and MBNN modeling frameworks can handle a wide range of underwater

applications. In the next chapter, we will demonstrate an application example

of the proposed hybrid modeling framework, showing how capable it is of solving

practical problems that cannot be addressed by conventional models.
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Experimental Validation for Source Localization

In Chapter 1, we identified that the requirement of having accurate

environmental knowledge in conventional propagation models poses practical

challenges to modeling-related underwater applications. We specifically dived

into the single-hydrophone source localization application as an example in

Chapter 2. While the proposed adaptive path planning policy was shown to

be effective for source localization in simulation, experimentally validating its

performance remains necessary. Although we can demonstrate the algorithm

in large underwater environments (e.g., oceans), making repeatable acoustic

measurements is difficult in such environments because of time variability. As

discussed in Chapter 5, the water tank provides us a well-controlled confined

underwater environment and is suitable for small-scale experimental validation.

The unknown tank wall reflection model makes it infeasible to implement the

algorithm using conventional models. Fortunately, our proposed modeling

recipe yields an effective modeling alternative for less understood underwater

environments. To close the loop, we demonstrate the applicability of our

RBNN modeling framework by experimentally validating the proposed source

localization algorithm in the water tank using partial environmental knowledge.
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Figure 7.1: Schematic of the source localization validation experiment in the
water tank.

7.1 Problem formulation

We aim to locate a static acoustic source in the cubic water tank within the

shortest possible time. We use a moving hydrophone∗ to spatially sample

acoustic fields at different locations within an AOM for source search. We know

the tank geometry, but have no knowledge of the reflection model of all tank

sidewalls. We employ the same tank setup described in Chapter 5 with the

detailed schematic shown in Fig. 7.1. A 10 kHz acoustic source is located on
∗For large underwater environments, the source localization algorithm should be validated

by using a moving AUV equipped with a single hydrophone. In this small-scale tank, we use a
moving hydrophone as a surrogate of an AUV.
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the left-hand side of the water tank. Our prior knowledge of the source location

confines a 1.5 m × 1.2 m × 0.8 m source search region that is highlighted as a

yellow dashed box in Fig. 7.1.

We reuse the experimental acoustic measurements collected at the 500

locations within the 0.36 m × 0.9 m × 0.44 m AOM. These acoustic

measurements constitute the training, validation and test dataset for modeling

acoustic propagation in the tank in Section 5.4. Fig. 7.2 shows the 500

measurement locations in three plan views over the AOM to aid the visualization.

The measurement locations form a full action space A′ that contains all possible

measurement locations which the hydrophone can move to throughout the source

localization mission:

A′ = {r′1, r′2, · · · , r′500}, (7.1)

where r′m represents the mth location.

As the proposed single-hydrophone source localization algorithm does

not consider position mismatches, we correct the experimental measurement

location r by the position error rerror trained in Section 5.4 to generate r′:

r′m = rm + rmerror. (7.2)

7.2 Method

7.2.1 Challenges in using conventional models

The proposed single-hydrophone source localization algorithm uses the MFP

technique to locate an acoustic source. The MFP compares measurements with
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Figure 7.2: The 500 measurement locations in three plane views within the AOM.
The marker color indicates the location coordinate of the other dimension.
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modeled replicas that are associated with all candidate source locations. As

discussed in Chapter 3, conventional propagation models take environmental

parameters and source location as model inputs and output estimated acoustic

fields at locations of interest. Having completed and accurate environmental

knowledge is the key to correctly generating modeled replicas in MFP using

conventional propagation models. However, the tank is not well understood as

the reflection model (reflection coefficient and phase shift) of tank sidewalls with

respect to all possible incident angles is unknown and difficult to measure. A

reflection coefficient at an incident angle can be calculated by measuring total

transmission loss of an arrival that reflects on the reflecting surface once, and

subtracting the absorption loss and geometric spreading loss out of the measured

transmission loss. One can physically measure reflection coefficients at many

incident angles and interpolate reflection coefficients at other angles to have a

completed reflection model. Unfortunately, the tank is highly reverberant and

the multipath arrivals overlap. It is therefore extremely difficult to separate

the multipath arrivals to measure transmission loss of particular reflected paths,

especially for a high frequency source in a small tank. This missing information

stops us from practically validating the MFP-based source localization algorithm

in the tank by means of conventional propagation models.

Although the robust source localization algorithm proposed in Section 2.3

copes with the effect of environmental mismatch, it focuses on individual physical

parameters, rather than a physics model. If we know the physical form that

governs acoustic reflections on the tank sidewalls and some physical parameters

involved in the reflection calculation are uncertain. Our robust source
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localization algorithm can include these uncertain parameters in the distribution

update process to handle the environmental uncertainties. Alternatively, we

can use geo-acoustic inversion methods to estimate geo-acoustic parameters

of interest. However, neither the robust source localization algorithm nor

geo-acoustic inversion techniques can infer unknown physics (e.g., full reflection

model).

7.2.2 Inversion of tank sidewall reflection model

As demonstrated in Section 4.3.3, our proposed modeling recipe is flexible

to incorporate with standard NNs to model unknown physics, such as the

reflection model. To locate an acoustic source in the water tank, we

design a two-stage implementation for the proposed MFP-based localization

algorithm. The first stage targets learning unknown physics with the aid of

the proposed modeling framework. For a given source location, a small number

of acoustic measurements collected at various locations are used to train the

sidewall reflection model (RCNN) through the proposed RBNN framework based

on (4.19) and (4.22). The second stage focuses on source localization using the

proposed adaptive path planning policy with the learnt reflection model and

the proposed RBNN model. In practice, the source can be placed anywhere in

the underwater environment while learning unknown physics in the initial stage.

For simplification, we assume the source is located at the ground truth source

location to make use of the learnt reflection model shown in Fig. 5.9.
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7.2.3 Single-hydrophone source localization

We employ the adaptive path planning policy proposed in Chapter 2 to

effectively locate the underwater source using measurements made from a single

hydrophone. With the learnt reflection model, there is no environmental

mismatch presented. For a given prior distribution of the source location, we

adopt (2.3) to continuously update its posterior distribution whenever a new

acoustic measurement is made. We use (2.4) and (2.5) to yield the next waypoint

to maximize information gain of the source location at the current step. For

scenarios with environmental uncertainties, we can easily utilize (2.7), (2.8)

and (2.9) to mitigate the effects of environmental mismatch.

We benchmark the localization performance (time efficiency and localization

accuracy) of the proposed adaptive path planning policy against two naive

policies: random policy and heuristic policy. As illustrated in Fig. 7.2, the

measurement locations in the predefined full action space A′ are not uniformly

spaced. At ith planning step, the three policies sort out locations in A′ that

locate 0.05 m to 0.10 m from the current measurement location r′i to constitute

the current action space A(r′i). The A(r′i) comprises nearby locations that the

hydrophone can move to for the next measurement. This makes sure step sizes of

all policies are in a similar range. The random policy chooses its next waypoint

r′i+1 from A(r′i) randomly. The heuristic policy is designed based on heuristics

that we want acoustic measurements to cover a large area in the AOM. It collects

measurements along a path that is close to a zig-zag trajectory within the AOM.

For a fair compression, we perform five source localization missions and each
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Table 7.1: Coordinates of initial locations used in the five source localization
missions.

Mission Range (m) Width (m) Depth (m)

#1 1.58 0.29 0.33
#2 1.93 0.29 0.48
#3 1.77 0.57 0.42
#4 1.66 0.66 0.18
#5 1.88 0.90 0.25

of them has a different initial location in the AOM (as listed in Table 7.1)

for the hydrophone to begin with. The random policy involves randomness in

the generated paths throughout the mission. For each of the five missions, we

carry out 10 Monte Carlo runs for the random policy and present the average

performance among 10 runs. The adaptive policy and heuristic policy are

deterministic instead. Thus, we carry out one run for these two policies in

each mission.

7.3 Results

We discretize the source search region with a resolution of 0.05 m in range, width

and depth to make the validation computationally feasible. The discretized

locations in the source search region are denoted as candidate source locations.

We said the source is finalized if the source location distribution has converged†.

We assume a uniform prior distribution among all candidate source locations.

The proposed source localization algorithm can readily incorporate any prior

knowledge of the source location to speed up the convergence. The ground truth
†The distribution of source location is said to be converged if its entropy drops below a

threshold η for 5 consecutive steps
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(a) Entropy history

(b) Localization error history

Figure 7.3: Localization performance of the three policies in one run in the first
mission. The threshold of convergence is set as 0.5 bits in this validation.

source location is at 1.06 m in range, 0.66 m in width and 0.31 m in depth. Due

to the discretization applied in the source search region, we said the source is

correctly located if the distribution of source location converges to the nearest

discretized candidate source location (1.05 m in range, 0.65 m in width and

0.30 m in depth) by the end of the search.

Fig. 7.3 shows the entropy history and localization error history from one run
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Figure 7.4: The average number of steps to make source location distribution
converged in the five missions.

Table 7.2: The localization performance of the three path planning policies
using experimental data in the five missions. The source coordinate we use to
calculate the absolute localization error is based on 1.05 m in range, 0.65 in width
and 0.30 m in depth due to the discretization of the candidate source locations.

Policy Number of successes1 Absolute localization error2(m)
#1 #2 #3 #4 #5 #1 #2 #3 #4 #5

Adaptive 1/1 1/1 1/1 1/1 1/1 0.00 0.00 0.00 0.00 0.00
Random 9/10 7/10 6/10 9/10 7/10 0.05 0.06 0.17 0.05 0.05
Heuristic 1/1 1/1 0/1 0/1 0/1 0.00 0.00 0.31 0.58 0.56

1 Number of runs correctly locate the source / number of runs per mission.
2 We calculate the mean absolute localization error over 10 runs for random policy.

in the first mission. We show the average number of convergence steps required

by the three policies in the five missions in Fig. 7.4. We also tabulate the number

of successes that a policy accurately locates the source by the end of the search

and the corresponding absolute localization error in Table 7.2. The adaptive

policy consistently outperforms the two naive policies in terms of time taken to

locate the source and the localization accuracy, except for the second mission.
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7.4 Discussion

The heuristic policy has a higher chance to explore a wider horizon in the

AOM where field variation may be stronger as compared to the other two

policies. It potentially can converge faster than other naive policies (e.g., random

policy). The result presented in Fig 7.4 agrees with this reasoning. As listed in

Table 7.2, the random policy and the heuristic policy are inferior to the adaptive

policy in terms of localization accuracy. The field measurements collected in

the water tank contain random measurement errors. There could be multiple

candidate source locations that produce very similar modeled replicas at the

measurement locations. Such candidate source locations significantly confuse

our MFP processor where the correct source is. The proposed adaptive policy

avoids such a problem by planning its next move to the location with the most

unique modeled replicas with respect to all candidate source locations. It thus

can quickly reduce the ambiguity of source location and locate the source with

high accuracy. In Fig 7.4, we observe that the heuristic policy locates the source

faster than the adaptive policy in the second mission. This is because the current

adaptive policy is yet greedy. Considering a few steps look-ahead while planning

its next waypoint can mitigate this problem.

While we have successfully demonstrated the proposed adaptive policy

through a controlled experiment in conjunction with the proposed RBNN

framework, our RBNN framework itself has the potential to directly solve the

underwater source localization problem in partially unknown environments. We

briefly address this idea in Section 8.2.
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7.5 Summary

The MFP-based source localization algorithm proposed in Chapter 2 employs

propagation models to generate modeled replicas for comparison. Conventional

propagation models fail to operate if any required environmental parameter is

missing, making the experimental validation of the proposed source localization

algorithm infeasible in a partially unknown environment. Such a practical

limitation of conventional models motivates our research. Our proposed hybrid

modeling recipe bridges the gap and provides us a feasible modeling alternative.

With the aid of the proposed RBNN framework, in this chapter, we validated the

effectiveness of the proposed adaptive path planning policy for single-hydrophone

underwater source localization using the experimental data collected in a

partially unknown water tank. The implications of our proposed modeling recipe

are not limited to the specific underwater applications we have demonstrated in

this thesis. Our modeling recipe can be easily customized to tackle a wide range

of modeling-related underwater applications.
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8.1 Conclusions

Modeling acoustic propagation in underwater environments is useful for

numerous underwater applications. However, it is particularly challenging

in partially unknown environments. Conventional physics-based propagation

models use accurate environmental parameters to predict acoustic propagation

in operating environments. Their practical uses are inherently limited by the

availability of prior environmental knowledge. Data-driven ML techniques allow

us to predict acoustic fields through acoustic observations. While they do not

require any environmental information, they are data-hungry and extrapolate

poorly. They can also make predictions that are physically unrealistic.

A recent advance, named SciML, embeds scientific domain knowledge into

data-driven ML to leverage the complementary strengths of both of them. In

this thesis, we proposed a physics-based data-aided hybrid propagation modeling

recipe motivated by the idea of SciML. The proposed modeling recipe can learn

from very little data, extrapolate well beyond the region where training data

are available, and always make predictions that are consistent with physics. It

also can easily incorporate environmental complexities such as non-isovelocity

SSP and various geo-acoustic models. When the physics is fully or partially
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known, explicit expressions can be included in the computational graph, with

potentially some unknown parameters. On the other hand, when physics is

unknown, NNs can be used as components of the computational graph to model

arbitrary functions. The resulting computational graph can be automatically

differentiated with respect to the model parameters, thus making it suitable for

training with standard gradient-descent based NN training algorithms.

We employed the acoustic wave equation as underlying domain knowledge to

structurally constrain the learning of model unknowns in the proposed modeling

recipe. We specifically utilized the ray theory to formulate the RBNN framework

that offers a high-frequency acoustic propagation modeling framework out of

the proposed recipe. We also implemented the MBNN framework based on the

normal mode theory for low-frequency oceanic applications. We demonstrated

a few applications of the RBNN and MBNN frameworks, highlighting the

flexibilities they can provide in modeling acoustic propagation scenarios with

varying degrees of environmental complexity and knowledge. The proposed

modeling recipe is capable to solve some practical problems that cannot be

addressed by conventional models. For example, we applied the RBNN

framework to successfully model acoustic propagation in a highly reverberant

water tank with an unknown sidewall reflection model. The water tank is an

acoustically complicated confined water environment that cannot be modeled by

state of the arts easily. With the proposed RBNN framework, we experimentally

demonstrated the proposed adaptive path planning policy for single-hydrophone

source localization in the water tank under partial environmental knowledge.
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8.2 Future research

This section lays out some future research directions we can pursue, which either

relax assumptions made throughout the thesis or serve as natural extensions of

current work.

• Frequency-aided hybrid modeling recipe for field prediction:

The studies evaluated in this thesis consider an acoustic source that emits

a single-frequency CW signal. For underwater applications that operate

over a frequency band, we can make use of the physics information encoded

in the received signals over the frequency band to effectively reduce the

number of measurement locations required. This idea can be applied to all

RBNN and MBNN formulations discussed in this thesis.

• Path planning of AUVs under communication constraints:

The communication and navigation performance of a moving AUV is

highly viable due to complicated constructive and destructive interference

patterns in underwater environments. If the environment is well

understood, we can plan AUVs’ paths offline using conventional

propagation models to make AUVs operate in regions with low transmission

losses. However, this is not doable if any environmental parameter is

missing. Our proposed modeling recipe solves such a problem. We can

predict transmission losses at nearby locations of AUVs using the proposed

modeling frameworks and adaptively plan their paths to maintain reliable

communication and navigation performance throughout the mission.
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• Modeling effects of time variability:

Our current work assumes a static underwater environment. Environments

may change over time (e.g., tidal variation). If environmental changes can

be modeled as functions of time, we can include effects of time variability in

operating environments in our modeling framework. This will broaden the

applicability of our proposed modeling recipe to cope with real underwater

environments.

• Sensitivity analysis and error modeling:

Errors in model parameters directly affect the prediction accuracy of our

hybrid propagation models. Systematically modeling error propagation

in the proposed modeling frameworks and carrying out detailed model

sensitivity analyses will be practically valuable for model design and

implementation.

• Inverse RBNN for source localization:

The proposed RBNN modeling framework can be transformed into a source

localization method. Once the RBNN model is trained using a set of

acoustic measurements, we can trace back along trajectories of contributing

rays based on knowledge of channel geometry. The location that all

trajectories pass through is the source location. This source localization

method does not require full environmental knowledge.
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