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A B S T R A C T

This work proposes a load-adaptive Medium Access Control (MAC) protocol for the frontier/boundary detection
application of underwater phenomena using Underwater Mobile Sensor Network (UWMSN). A leader-follower
architecture of a swarm of underwater vehicles is proposed here. Autonomous Underwater Vehicles (AUVs)
traverse a random mobility pattern beneath one Autonomous Surface Vehicle (ASV) (leader) in the proposed
network. ASV has to guide multiple-follower AUVs in the event of interest. The vehicular swarm aims to
explore the frontiers in the event to build the map. Load-adaptive MAC protocol is therefore proposed and
implemented in this hybrid multi-vehicular network to ensure seamless vehicular communications. The ASV
has navigational capabilities to aid the AUVs in navigation and data collection. The proposed MAC protocol
can adjust the dynamic mobility and load in the network. The protocol aims to provide dynamic Time Division
Multiple Access (TDMA) slots for the AUVs wirelessly linked in the vicinity of the ASV. These slots are used for
ranging/navigation and data transmission. Additional urgent data from any AUVs can be transmitted in open
Carrier Sense Multiple Access (CSMA) protocol following the TDMA duration. Results have been generated
by comparing protocols like CSMA, ALOHA, and TDMA with the proposed Load-Adaptive MAC protocol. The
protocols have been compared to the throughput vs number of nodes and throughput vs simulation time. It
has been observed that the proposed MAC can perform better than ALOHA and CSMA protocols. Nevertheless,
it can produce comparable results for TDMA protocol while supporting the dynamic mobility and load in the
network meantime supporting urgent data transmission for nodes in demand.
1. Introduction

In the past decade, there has been tremendous growth in underwater
explorations, from static mooring systems to Underwater Mobile Sensor
Networks (UWMSN) [1]. Due to their mobility, in much faster ways,
these networks can explore the oceans, from underwater monitoring
and surveillance to ocean safeguarding purposes [2]. Nevertheless,
these missions must make trade-offs between sensing, coverage, and
resolution for efficient functioning, especially considering large-scale
spatio-temporal phenomena like underwater plumes.

The UWMSN network, consisting of multiple autonomous underwa-
ter vehicles (AUVs), should cooperate for large-scale phenomena explo-
ration missions. There are certain aspects to consider while building
these networks, such as their self-organization abilities, long-term mis-
sion capabilities, and unknown underwater environments. So, one must
focus on autonomy, sensing, endurance, and communication to build an
effective network. For instance, assume that these underwater vehicles
are employed in a cooperative mission, say, frontier exploration, a
widely explored domain for multi-robotic application [3].
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Cooperative autonomy and communication are vital in improving
the robotic networks’ mission performance, especially in large-scale
applications like plume monitoring. Researchers have developed ap-
proaches like adaptive sampling techniques [4] to monitor these events.
Based on the gathered data, these strategies aid in the planning and ex-
ecuting missions to guide the AUVs to the Region of Interest (RoI) and
produce the most information from it [5]. Generally, these sampling
techniques use onboard algorithms to determine source localization,
boundary tracking, or area mapping for the event of interest. Initially,
the AUVs focus more on area coverage goals, such as patrolling or
territory exploration [6]. Whenever finding an event is highly likely,
they shift to the event detection mode [7] and then track the event
based on the desired classification algorithms.

Many works have been conducted to build efficient networks com-
prising several AUVs to learn about these phenomena’s geographical
and temporal variations. The necessity of multi-vehicle communication
and the networking protocols involved at several layers, including
https://doi.org/10.1016/j.adhoc.2024.103641
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the physical, data link, and network layers, are inevitable in devel-
oping such networks. In addition to that, georeferencing the sample
locations is necessary for successful autonomous robotic missions. For
the precision of collected data, the location information is therefore
important.

Ranging/localization techniques help with the georeferencing of
samples. Global positioning system (GPS) is the most widely used
positioning method to solve navigational problems in both terrestrial
and aerial robots. However, the electromagnetic waves conveying the
positioning information cannot adequately penetrate the water column,
and AUVs cannot benefit from GPS localization [8]. Therefore, it is
essential to employ a cooperative navigation/ranging technique that
could help in the navigation of the vehicles involved in the mission.
The network should also act as the support system for georeferencing
the AUVs.

This work has developed a topology using multiple AUVs that
could imbibe the autonomy and communication of an event monitoring
mission. These AUVs are engaged in frontier or boundary detection
of an underwater phenomenon. AUVs explore the frontiers in random
walk mobility pattern to build the map and send the sensed data to
ASVs at the surface. The ASVs have to further send the data to a
mother ship, the central controller for building the map. The network’s
primary goals for large-scale applications like plume monitoring are
to provide efficient communication and ranging/navigation of multi-
AUVs for data collection missions. Therefore, this work proposes a
MAC protocol for a swarm of AUVs traversing a random walk mobility
pattern with one leader ASV guiding multiple-follower AUVs. For the
frontier/ boundary detection application described here, the AUVs have
to explore the local area beneath the ASVs and follow the ASVs to new
areas in the environment. The AUVs have to send the sensed data to
the ASV, which has to be used to update the map of the phenomena.

Various approaches are available to plan an underwater mission.
The mission can be priorly planned, and the AUVs or the agents
have to perform some scripted actions that are purely deterministic in
nature. These mission types fall under the model-driven approaches [9],
where the highly predictable missions lack decision-making capability,
resulting in very little vehicle autonomy.

Since the chosen application needs the vehicles to react to the
dynamic environment during their exploration, a model-driven ap-
proach that considers deterministic mobility cannot be feasible. In these
cases, the missions must consider data-driven approaches with non-
deterministic mobility for mission planning. This gives the vehicles
the liberty to make decisions that consider environmental cues even
without curtailing the decisions from the central controller in the
architecture.

Therefore, a suitable MAC protocol should be proposed to connect
autonomy and communication based on the particular application.
Many protocols for underwater networks are available in the literature,
from contention-based and schedule-based MAC protocols [10–12].
These protocols are not suitable for networks with dynamic loads.
However, combining these MAC protocols to form a hybrid MAC can
address the dynamic load in the network. Although there are many
hybrid MAC protocols available in the literature [13,14], they all are
developed for different topologies and cannot be applied to the required
network topology; therefore, this work proposes a hybrid MAC protocol
named Load-Adaptive MAC protocol that could adhere to the required
application and network objectives.

The design of MAC protocol in an underwater scenario depends on
the innate characteristics of the underwater environment, such as high
propagation delay and longer communication distance between the
vehicles. This creates a situation where the vehicles are only sometimes
within the communication radius of the ASV (leader). In the proposed
topology, the ASV has to allot the slots dynamically concerning the
varying number of vehicles to have effective communication among

them. Developing a hybrid MAC protocol that could adapt to varying
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loads in the network is a suitable solution. A load-adaptive MAC proto-
col is henceforth proposed in this work. The protocol aims to provide
dynamic TDMA slots for the AUVs wirelessly linked/in the vicinity
of the ASV. These slots are used for ranging/navigation and data
transmission. Additional urgent data, if available, can be transmitted
in open CSMA protocol following the TDMA duration.

The paper is organized as follows. Section 2 gives the related works.
Network topology is described in Section 3. The exploration strategy for
building the map is described in Section 4. Section 5 describes a Load-
Adaptive MAC protocol for frontier detection. Section 6 demonstrates
the proposed protocols of UWMSN using the UnetStack Simulator.
Finally, Section 7 concludes the paper.

2. Related works

This paper focuses on the cooperative mission of mobile underwater
networks. The nodes/AUVs must work together to complete missions by
sensing, data gathering, and sharing information. These nodes should
communicate with each other in a cooperative mission where sharing
data is essential. Nodes, for example, need to transmit timing informa-
tion, location data and sensed data during various stages of the mission.
Nodes in network operations may need neighbouring locations to map
the survey area, prevent vehicle collisions, or serve as relays between
nodes. Therefore, the effective utilization of the shared underwater
channel is necessary.

The data link layer’s MAC layer enables the various nodes in a net-
work to use a shared channel efficiently. However, due to the dynamic
underwater environment, the underwater MAC protocol requires more
attention than its terrestrial counterpart. Apart from inherent underwa-
ter characteristics like constrained bandwidth, significant propagation
delays, high bit error rates, loss of connectivity, and multipath effects,
UWMSN has one more factor to consider: mobility. Therefore, the
design of MAC protocols should account for mobility in underwater
scenarios [15,16] by addressing the spatio-temporal variability of the
dynamic underwater environment.

The MAC protocols for the UWMSNs are classified into contention-
based, scheduled-based, and hybrid MAC protocols.

1. Contention-based MAC
Many works in the literature consider the contention-based MAC
protocol for the UWMSN. One such example is the Cooperative
Target Detection (CTD), described in [10]. A random access
and handshake-based protocol is applied to this network, and
the performance is evaluated. Distance Aware Collision Avoid-
ance Protocol (DACAP) with handshake mechanism is compared
with the CSMA ALOHA protocol, a basic random access tech-
nique [17]. DACAP protocol is an advanced version proposed
for a dynamic network compared to the basic random access
counterpart, and the transition is described below.
Considering the CSMA ALOHA, the channel has to be sensed
before data transmission [18]. If transmission occurs, the node
will detect the transmission, back off, and resume after an arbi-
trary amount of time, but this method is more prone to packet
collisions. Therefore, a handshake mechanism is introduced,
and the protocol is modified as Multiple Access for Collision
Avoidance protocol (MACA) [19]. Control packets, RTS and CTS
(Ready To Send and Clear To Send) are used for the handshake
mechanism. However, the distance between the nodes has to
be proportional. To cope with the varying distance, a carrier
sense mechanism is introduced into MACA [20], known as Floor
Acquisition Multiple Access protocol (FAMA). This protocol is
further modified for a dynamic AUV network [16] and known as
Slotted FAMA (SFAMA). The time slotting technique of SFAMA
allows the node to send data only at the start of the time slot.
It prevents multiple concurrent transmissions, eliminating the

option to select longer control packets.
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Whereas, by enabling a node to use varying handshake lengths
for different receivers, the Distance-Aware Collision Avoidance
Protocol (DACAP), as proposed in [21], minimizes the average
handshake duration and thereby reduces the frequency of packet
collisions.
A traffic-aware protocol called Load Adaptive CSMA/CA MAC
(LACCM) for single-hop networks is described in [22], where
the static sensor node serves as relays for one or more AUVs.
This protocol uses RTS and CTS packets based on a handshake
mechanism. The node delivers two data packets in heavy load
traffic with a single handshake to minimize the overhead caused
by the control packets.
The nodes in contention-based MAC protocols have to compete
for the channel to send data, which is suitable for a network with
smaller network traffic as it incurs only a small end-to-end delay.
However, as the network traffic increases, the competition for
channel access increases, leading to higher end-to-end delays.
For UWMSN, current data transfers are rather important than
transmitting large packet sizes or data packet trains. The dense
AUV network configurations are highly interconnected, lead-
ing to high traffic; scheduled-based MAC protocols can support
packet generation and data transfers.

2. Scheduled-based MAC
TDMA is the most commonly used scheduled MAC protocol for
AUV networks. TDMA-based MAC protocols are often known for
simplicity, fairness, and energy efficiency. Collisions, idle listen-
ing, and over-hearing can be avoided in these protocols [23],
ensuring the successful reception of data packets without colli-
sion. Due to the larger guard bands used in this conventional
TDMA, the protocol is suitable for a smaller AUV network.
However, the larger guard bands in conventional TDMA proto-
cols effectively utilized the concepts of spatial reuse in [15].
Whereas concurrent transmissions are allowed in [24], given
that no collisions are occurring at the receivers and at the same
time considering the possible interference from neighbour nodes.
Many centralized AUV networks use the TDMA MAC proto-
col [11,12,25,26] in which communication is managed by a
buoy or sink at the surface. According to the TDMA schedule,
communication is only between the AUV and each sink node
separately.

3. Hybrid MAC Regarding the proposed network topology, there
will be a dynamic distribution of load in the network; neither of
the two classifications is, therefore, unsuitable. However, certain
MAC protocols are developed under the hybrid MAC category
whose combination can take advantage of contention-based and
scheduled-based MAC protocols [13,14,27].
A hybrid MAC protocol can address the network traffic load’s
non-uniform distribution. Based on the network topology, dif-
ferent protocols are combined to adapt to the network modes. A
Cluster-based TDMA with (code division multiple access) CDMA
protocol described in [28] combines TDMA and CDMA pro-
tocols. This clustering-based scheme is scalable and capable
of supporting the spatial reuse of channel resources. The mo-
bile entities form the cluster where the inter-cluster commu-
nication is achieved through TDMA, and adjacent clusters use
the CDMA technique. Another example is DCO-MAC, explained
in [13], where the network is partitioned into two-tier subnet-
works based on the network traffic. A contention-based MAC
is used in a subnet with lesser traffic, and a contention-free
MAC is in the network with a higher traffic load. Nevertheless,
with reduced end-to-end delay, the network is prone to interfer-
ence between the corresponding subnetworks, diminishing the
network throughput.
Another hybrid MAC protocol named load-based slot alloca-
tion (LBTSA) is proposed in [14], which can adapt well to a
dynamic network with varying competitors/load. This protocol
3 
Fig. 1. Relationship between autonomy and communication.

is designed to adapt to varying network loads by switching
to the access mode at any time according to load changes.
TDMA and carrier sense multiple access with collision avoidance
(CSMA/CA) is used here as the two modes.
Despite the hybrid MAC protocols described above, the pro-
posed MAC protocol in this work has to be designed under
the specific application requirements subjected to the mission
objectives. The topology proposed in this paper is developed
for an application-specific scenario, allowing georeferencing of
the collected samples and AUVs. A hybrid MAC protocol named
Load-Adaptive MAC combining TDMA and CSMA MAC protocol
is developed in this work.
It has been observed that much work has been developed so far
is solely for ranging/navigation of the AUVs with the aid of an
ASV [29–31]. The CSMA and TDMA MAC protocols are com-
monly used in these networks for sending ranging/navigation
information. However, most of the work has opted for TDMA-
based scheduling to ensure reliability in communication. It is
worth mentioning that vehicles/nodes in these networks use
synchronized and high-stable clocks on each ASV and AUV
board, and the ASV transmits navigation packets within a prede-
termined interval [32] based on the required precision needed.
The aim of the proposed work is frontier detection applications
where georeferencing the collected samples is necessary. The
MAC protocol proposed here should also better fit in a dy-
namic underwater environment where the AUVs are in constant
motion, and the number of competitors constantly changes.
Therefore, the MAC protocol developed should accommodate
varying competitors or loads. The proposed MAC has, therefore,
developed a dynamic TDMA for data collection and ranging,
which should be adaptive to the number of AUVs joining the
ASV during the neighbour discovery process and can guarantee
the TDMA’s reliability. The protocol also accommodates the need
to send additional data with the help of the CSMA MAC protocol,
which could help improve the network’s flexibility.
The following subsection will give some insights into how the
network topology has been developed and the purpose of the
network formation.

2.1. Concept of autonomy and communication in underwater vehicles

Underwater networks for collaborative networks should balance

autonomy and communication to ensure mission success. In a dynamic
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underwater environment, it is paramount to determine strategies for
navigating, adapting, and working toward the network objectives.

There are many approaches to carrying out an underwater mission.
In a model-driven approach, the mission is priorly planned with a
sequence of scripted actions [33]. These missions are carried out with
little autonomy, following the priorly planned actions, and are executed
one after the other. This approach uses a world model for the mission
execution [34].

Various examples exist for these pre-deployment missions for large-
scale applications, [9] where the vehicles follow pre-defined paths
and are strictly constrained to restricted spaces. One such example is
monitoring the hydrothermal vent plumes in a large area of 400 km
for 4 days; this is a multi-phase operation, where the subsequent dives
were planned following the outcome of previous dives [35].

In this case, the high level of mission predictability results in almost
no decision-making capabilities for the vehicles. Despite going with
the operational strategy of the model-driven approach, combining a
reactive component that enables the vehicles to react in response to
the changing environment during the exploration is desirable.

Therefore, data-driven policies can be used in an environment
where communication with the central controller is not necessary to
be always possible. Using these approaches, the vehicles can plan and
optimize their paths based on the collected information [33,36], or
there is another intermediate option for the AUVs to divert from the
preplanned trajectories concerning the collected data.

Nevertheless, in reactive approach where communication between
the AUV and the central mission operator is not possible, the mis-
sion should rely solely on the vehicle’s decision-making abilities. The
spectrum of autonomy architectures provides a range of options, from
purely reactive policies to deliberative solutions. Reactive or behavioura
architectures define the mission as a sequence of pre-defined be-
haviours. These behaviours are triggered by external stimuli and mis-
sion objectives, following the sense-react principle [37]. In purely
reactive architectures, a world model is not employed, and actions are
determined solely by the data collected by the AUV. This approach
proves effective in dynamic environments with limited computational
requirements.

On the other hand, deliberative architectures involve planning that
balances near-term objectives with long-term or dynamically changing
goals. Deliberative approaches rely on a world model, incorporating
acquired information with a priori knowledge of the scenario. This in-
tegration enables AUVs to make more informed decisions, considering
current sensor data and a broader understanding of the environment
[8].

The choice between reactive and deliberative architectures depends
on the specific mission requirements, environmental characteristics,
and computational resources available. Reactive architectures are of-
ten favoured for their simplicity and effectiveness in dynamic en-
vironments, while deliberative architectures offer more sophisticated
decision-making capabilities through world models.

Fig. 1 shows the relationship between autonomy and communica-
tion. It has been observed that the mission planning and navigation
systems can be controlled based on the message transmission and
reception of messages from the communication module and sharing the
location, range information and time sync information. The proposed
work enables a ranging/navigation-enabled network architecture and
provides the slots for communicating the ranging information. Thus
enabling the network to bind autonomy and communication.

3. Network topology

This work develops a topology formation of one-hop multi-AUV
networks for event monitoring applications. A Load-Adaptive MAC
protocol comprising CSMA and TDMA protocol is proposed here for a
network with ASVs at the surface and AUVs underneath. The TDMA
MAC sends the Data and ranging information of AUVs to the ASVs,
4 
Fig. 2. A cooperative Underwater Mobile Sensor Network.

Fig. 3. Network Topology of UWMSN for boundary/frontier detection.

while the contention MAC can send additional information or any
urgent messages by the AUVs to the ASVs.

The UWMSN network, consisting of multiple AUVs and ASVs,
should cooperate to explore the frontiers for building the map of the
ocean phenomena. Fig. 2 shows a network of UWMSN. In this network,
a Central Controller (CC) at the surface, which is a mother ship/sink,
collects the data from the ASVs to build the map. The ASVs act as
leaders to the AUVs. The AUVs move in random mobility patterns
concerning the environmental cues based on the sensed data.

The data must be collected first by the AUVs and sent to the ASVs.
Fig. 2 shows multiple sub-networks comprising one ASV and multiple
AUVs. Therefore, the AUVs have to send the data to the ASV in the
sub-network in which it is the current member. The proposed network
is shown in Fig. 3. There is one ASV with a GPS having an ideal clock
at the surface, and multiple AUVs are one hop away from the ASV.
This work aims to build a network for data collection with ranging
capabilities.

This paper speaks about a topology developed using multiple AUVs
that could imbibe the autonomy and communication of an event mon-
itoring mission. The network should, therefore, be able to form an
autonomy-based networking system. In this network, the ASV helps in
the ranging/navigation of the AUVs. Communication is enabled here
for both ranging and data collection purposes. MAC protocols can be
effectively used for message exchanges for data collection and the range
measurements among the vehicles [38]. It is more important to design a
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Fig. 4. Flow Chart for frontier detection.

uitable MAC protocol that helps to impart effective channel utilization
or these vehicles [39]. Reliable data transmission is the primary focus
or these large spatio-temporal applications assigned for data collection
issions.

Similar to the MAC protocols for data collection, many works have
een conducted to evaluate network-based localization performance.
wo MAC approaches, TDMA and CSMA, are proposed in [40]. An in-
erval analysis-based navigation system is used here for periodic local-
zation/ranging. Determining a feasible interval for ranging/localizing
he network based on the required precision for the application would
esult in less message overhead. It would ensure the proper working of
ll the AUVs in the network, especially while using a TDMA MAC, as
t can ensure a high packet delivery ratio.

The proposed MAC combines TDMA for data collection and ranging
nd CSMA MAC to send urgent messages. The MAC has to work
ynamically to the network requirements. The MAC protocol designed
ere is adaptive to the number of AUVs joining the ASV during the
eighbour discovery process. It further provides the reliability of TDMA
n the data collection/ranging phase. It ensures the flexibility of the
SMA protocol when sending additional information to the AUVs in
eed. CSMA can also help to include variable load/AUVs in a cycle.

. Exploration strategy for building the map

The AUVs have to explore the region of interest for building the
ap. For precise data collection, the AUVs must have their position

stimates, especially when collecting large amounts of data from the
vent of interest. As shown in Fig. 2, ASVs are leaders for multiple
UVs. The AUVs move in random motions to gather information.

The main objective of the network is to map the event. There is one
entral controller or the mother ship that has some prior knowledge
bout the environment to be mapped and stays hovering in that region.
he vehicles are grouped into two groups in this proposed strategy.
here are landmark vehicles and mapper vehicles. The landmark ve-
icles are the ASVs equipped with GPS, and the mapper vehicles are
5 
AUVs, whose job is data collection from the RoI. The ASVs help to direct
the AUVs to the event location.

Fig. 4 shows the flow chart of how the event is being mapped. The
mapping of an event is an iterative process [3]. With each iteration, the
AUVs need to map the local region surrounded by the ASV. Then, the
data has to be sent to the ASVs, and the ASVs have further forwarded
it to the CC based on the information collected by the AUV; the CC will
update the map.

This strategy helps to prioritize exploring and mapping unknown ar-
eas in the environment. Frontiers are the regions between the explored
and unexplored regions. This adopted strategy seems very effective as
there are two sets of vehicles to direct the fleet toward an area in the
environment and the other to acquire measurements to build the map
of that area. The ASV will direct the fleet toward the event’s region,
maximizing the potential for new information to be added to the map.

While exploring specific frontier points, the ASVs are assumed to
be in the quasi-static state. After exploring those points, the ASV has
to move to the next position, and the AUVs must follow them. The
network is assumed to be initially positioned at a fixed location. AUVs
must continually send messages that include the range measurements
and their local environment to the ASVs.

5. Load-adaptive MAC protocol for frontier detection

Information exchanges among the vehicles are indispensable for
the seamless connection of a cooperative network of marine vehicles.
Developing an ad-hoc network of these vehicles by enabling acoustic
communication is challenging. There are certain factors to look at while
designing these networks, such as the design of the MAC layer, which
is responsible for managing the shared medium for communication
among these vehicles to lower packet collisions.

In a dynamic underwater environment where the AUVs are always
in constant motion, there is always a change in the number of com-
petitors. Considering the topology mentioned above, it is not less than
the case. Therefore, the MAC protocol developed should accommodate
varying competitors or loads. Since the application under consideration
is a data collection mission, georeferencing the samples helps increase
the precision of the collected data.

In an ad-hoc network of AUVs with acoustic modems, these net-
works can use their possibility to cooperate for navigation and localiza-
tion rather than relying on expensive sensors for navigation purposes.
The topology mentioned here comprises heterogeneous vehicles with
variable capabilities. The ASV acts as the master node and has the GPS
fitted to it, helping to localize the AUVs in its vicinity. This method can
leverage positioning services without deploying dedicated transponders
and acoustic systems but use the same underwater acoustic modems
adopted for data transmissions in the network.

The topology for the network is shown in Fig. 3. There is an ASV at
the surface, and multiple AUVs one hop away from the ASV. The ASV
will act as a ranging aid for the multiple AUVs. This is a centralized
network with a star topology. There is one central coordinator node,
the ASV, with 𝑁 slave nodes, i.e., AUVs.

While developing a MAC protocol for the UWMSN, we need to
consider its adaptability to the spatio-temporal variations of the desired
applications. Moreover, it is of utmost importance for the protocol to
ensure the reliability of data transfer to the destined nodes with lower
collisions. Various MAC protocols for UWMSN are in the literature.
Few are under contention-based MAC, which uses CSMA protocol, and
few others in scheduled based MAC propose using TDMA-based MAC
protocols.

Certain assumptions are made when building a communication
protocol for these vehicles. Furthermore, this work has to scale up
while developing the communication and coordination strategies for
the ASVs, acting as the landmark vehicles for the topology. Rather, a
single ASV and multi-AUV topology are considered here for developing
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Fig. 5. Frame Structure for the Load-Adaptive MAC.

Algorithm 1: Load-Adaptive MAC Protocol Pseudocode for ASVs
Input : Network parameters, ASV parameters
utput: collecting Data from AUVs using Load-Adaptive MAC

Start();
ASV wait_for_some_time;
SV initiate_neighbor_discovery;
roadcast_initialization_ msg(Delay_Length,
TDMA_Slot_Length, CSMA_Slot_Length);
rotocol(INIT);
ncrement_Neighbour_TX_Count( 𝑁𝐵𝑇𝑋 + +);
ait_for_acknowledgements_from_AUVs;
f Acknowledgement(received) then

for each ACK do
decode node _address;
update the 𝑛𝑜𝑑𝑒_𝑎𝑑𝑑𝑟𝑒𝑠𝑠_𝑙𝑖𝑠𝑡;

end
sort the 𝑛𝑜𝑑𝑒_𝑎𝑑𝑑𝑟𝑒𝑠𝑠_𝑙𝑖𝑠𝑡 in ascending order;
increment _Neighbour_RX count (𝑁𝐵𝑅𝑋 + +);

nd
Initiate_TDMA_Phase;
Broadcast_TDMA_Initiation_Msg(TDMA_Time_Slot_Info);
Increment_Count( 𝑇𝐷𝑀𝐴𝑇𝑋 + +);
wait_for_TDMA_Msg;
f TDMAmsg(received) then

for each Msg do
decode _location_ and sensed_data;

end
collect the ranging and sensed data info;
increment count (𝑇𝐷𝑀𝐴𝑅𝑋 + +);

nd
nitiate_CSMA;
SMA Phase Duration =
𝑇𝐷𝑀𝐴_𝑠𝑙𝑜𝑡_𝑡𝑖𝑚𝑒 × _𝑆𝑖𝑧𝑒_𝑜𝑓_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟_𝐿𝑖𝑠𝑡;
f CSMAmsg(received) then

for each Msg do
decode_urgent_data_info;

end
collect the urgent_data info;
increment count (𝐶𝑆𝑀𝐴𝑅𝑋 + +);

nd
top();
ait_for_next_broadcast;

the MAC protocol. Considering the mobility of the network, the AUVs
are in random motion, and it is assumed that the topology, i.e., the no.
of nodes, is not changing during a cycle.

However, regarding the proposed network, the protocol design
should consider the network’s dynamic requirements by accommo-
dating varying loads. Therefore, a Load-Adaptive MAC protocol is
proposed in this paper that uses the combination of these schemes
to allocate/share underwater channels. The Load-Adaptive MAC pro-
tocol could combine the virtues of both contention-based MAC and
scheduled-based MAC. This can be attained by utilizing the reliability of
a schedule-based MAC and the flexibility of a contention-based MAC.
TDMA MAC can exchange sensitive information or information with
6 
Algorithm 2: Load-Adaptive MAC Protocol Pseudocode for AUVs
Input: Network parameters, AUV parameters
Output: Data Collection by AUVs via Load-Adaptive MAC
Start();
Initialize_AUVs;
while Msg_Received() do

process_Message_(msg);
if msg_protocol_INIT then

Decode_and_ update_ delay_Length _from_ msg;
Decode_and_update _tdmaSlot _Length_ from_ msg;
Decode_ and_ update _csma_Slot_Length_ from _msg;

end
Increment_count (𝑁𝐵𝑅𝑋 + +);

nd
f channel_Status_busy() then

Calculate_backoff_ Time;
Send_ ACK_protocol_msg (Node_ Address);
Increment_count (𝑁𝐵𝑇𝑋 + +);

nd
lse

Send_ ACK_protocol_msg (Node_ Address);
Increment_count (𝑁𝐵𝑇𝑋 + +);

nd
hile Msg_Received() do
if msg_protocol _(TDMA_INIT) then

Decode_TDMA time_slot_allotment;
Increment_count_𝑇𝐷𝑀𝐴𝑅𝑋 + +;

end
end
Schedule_Transmission_(msg);
DMA_time _slot_(current_ node);
ncode_position_data_(x,y,z)_and_sense data_PDU;
ransmit_PDU_(msg);
ncrement_TDMATx_count;
witch_to_CSMA_for_urgent_ TX();
ompute a Random_sense_time();
f Urgent Message detected then

Send_Msg_via_CSMA_mode;
Increment_Count(CSMATX++);
if channel(busy) then

back-off_some time;
CSMA_Transmit_(msg);
Increment_Count(CSMATX++)

end
end
Wait_for_next_ INIT(msg) from ASV;
top;

higher priority; here, it is considered ranging information with sensed
data. On the other hand, CSMA MAC can add flexibility to the net-
work by giving additional slots to send urgent messages. Since, in the
network, the nodes move randomly, they may move from one ASV to
another, or there would be some substantial changes in their location,
making the static TDMA a non-viable choice. The Load-Adaptive MAC
design supports a dynamic network, allowing the liberty of variable
load (by varying the no. of AUVs).

There are three phases for the Load-Adaptive MAC protocol: (i) the
neighbour discovery phase, (ii) the TDMA phase for ranging and data
collection, and finally, (iii) the CSMA phase for Urgent data transmis-
sion. Fig. 5 shows the proposed protocol’s frame structure. After the
neighbour discovery process, Ns slots will be dedicated to the scheduled
MAC and Nu slots for the unscheduled MAC. The Ns scheduled slots
use TDMA MAC for performing the high-priority transmissions, here,
for sending the sensed data and range information of AUVs to the
ASV [13,24], and Nu slots are dedicated to the contention-based MAC
for the transmission of urgent messages.
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Fig. 6. Graphical representation of message exchanges by ASVs and AUVs.
Though the network has only considered a single ASV with multiple
AUV followers, since the AUVs are in motion and the network as a
whole has multiple subnetworks, the AUVs are prone to move from one
subnetwork to the other, making variable load for the ASV. Therefore,
neighbour discovery in each cycle would help to adjust with the vari-
able load, and all the AUVs accommodated in the current subnet would
get the opportunity to send their data to their corresponding leader
ASV.

5.1. Neighbour discovery phase

The graphical representation of the Load-Adaptive MAC is shown in
Fig. 6. It shows the message exchanges in three phases. In phase one,
the neighbour discovery phase, messages are transmitted via a broad-
cast mechanism. The message exchanges for this phase are denoted as
the process from < 𝑎 > to < 𝑑 >. < 𝑎 > represents the broadcast of
the initialization message by ASV at time 𝑡𝐼𝑡1. The message contains
the TDMA slot length, CSMA slot length and the delay length. The
message is received by AUVs 1 and 2 at 𝑡𝐼𝑟1 and 𝑡𝐼𝑟2, respectively,
after their corresponding propagation delay 𝑡𝑝𝐼𝑡1. The AUVs will decode
and update the TDMA slot length, CSMA slot length and delay length
(neighbour discovery duration) from the message. The process < 𝑐 >
represents the transmission of the acknowledgement message by the
AUVs at 𝑡𝐴𝑡1 and 𝑡𝐴𝑡2. This contains their corresponding ID. If the AUV
finds the channel busy while sending the ACK message, it will back off
for a random duration and then transmit the message while the channel
is not busy. After the duration 𝑡𝑝𝐴𝑡1 and 𝑡𝑝𝐴𝑡2 the message is received
by the ASV at 𝑡𝐴𝑟1 and 𝑡𝐴𝑟2, in the process < 𝑑 >. The ASV will decode
the message to find the node address and sort the message in ascending
order.

5.2. TDMA for ranging and data collection phase

The ASV waits for some time before starting the TDMA phase. The
process represents the TDMA phase from < 𝑒 > to < ℎ >. During the
process < 𝑒 >, the ASV will send the TDMA initialization message at
time 𝑡𝑇𝑡1, and it will be received by AUV 1 and 2 after the propagation
delay of 𝑡 𝑇 and 𝑡 𝑇 represented by the process < 𝑓 >. The ASV’s
𝑝 𝑡1 𝑝 𝑡2
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initialization message contains the order in which the message has to
be sent. The AUVs will send the ranging and data packet during their
corresponding TDMA slot, at 𝑡𝑅𝑡1 and 𝑡𝑅𝑡2 during the process <g>, the
ASV will decode the location and sense data from the received packets
at 𝑡𝑅𝑟1 and 𝑡𝑅𝑟2 in the process <h>.

5.3. CSMA for urgent data transmission phase

The next phase is the CSMA phase, the process from < 𝑖 > 𝑡𝑜 <
𝑗 >. This phase lasts for a duration equal to the TDMA slot duration
multiplied by the size of the neighbour list. The AUVs with a message
to send are sending it at time 𝑡𝐸𝑡1. This is represented as the process
< 𝑖 >. The ASV at < 𝑗 > receives data after the propagation delay at
𝑡𝐸𝑟1 and decodes the data.

5.4. Algorithms for load-adaptive MAC protocols

The algorithm for a Load-Adaptive MAC cycle is described as two
separate processes running in the ASV and AUVs. Algorithm 1 explains
how the Load-Adaptive MAC protocol is implemented in the ASV. It
gives an overview of the process happening in the ASV, for instance,
the process described in a graphical representation in Fig. 6 such as
< 𝑎, 𝑑, 𝑒, ℎ, 𝑗 >. These processes are explained in accordance with Fig. 6.
The pseudocode starts from the ASV initializing the neighbour dis-
covery process after an initial wait time. The ASV broadcasts the
initialization message and waits for the ACK message from the AUVs.
After receiving the messages, the ASV will decode the node address and
sort them in ascending order. Further, it initiates the TDMA phase by
broadcasting the message containing the slots for each AUV to transmit.
The slots are assigned in the order of node address. After collecting the
ranging and sensing information from each AUV, the AUV’s location
and sensed information are decoded. The ASV waits for any urgent data
in the CSMA phase for a duration equivalent to the TDMA slot duration
multiplied by the number of neighbours.

The pseudocode for the AUV in the Load-Adaptive MAC is given in
Algorithm 2. The process < 𝑏, 𝑐, 𝑓 , 𝑔, 𝑖 > is represented in the graphical
representation of Fig. 6 describing steps carried out by the AUVs. While
receiving the initialization message from the ASV, the AUVs will decode
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Fig. 7. Basic structure of an agent.
Fig. 8. Functionalities of startup() message created for the agents ASV and AUV.
and update the parameters like the TDMA slot length, CSMA duration,
and delay length. Then, the AUVs will send the ACK message with its
node address. If the channel is busy, it waits for some time before
the next transmission. Then, after receiving the TDMA initialization
message from the ASV, the AUV has to encode its location and sensed
data information and send it to the assigned slot. If the AUVs have
further data, they must send it to the ASV via CSMA protocol.

6. Demonstration of proposed protocols of UWMSN using Unet-
Stack simulator

The above protocol is implemented in the UnetStack simulator [41]
developed by ARL. The Unet framework provides core services, mes-
sages, agents, and APIs needed by UnetStack. Unet basic stack is a
collection of agents providing services and functionality required by
typical Unets. These agents and the Unet framework are sufficient to
build fully functional Unets. The Unet premium stack is a collection
of agents providing advanced functionality and/or higher performance.
The basic structure of the agent developed in this work is provided in
Fig. 7.

The creation of an agent involves the following steps:
1. The startup () method looks up all agents providing the service

and subscribes to any notifications from any of these agents. When a
notification arrives, the processMessage () method will be called.

2. The processmessage () processes and evaluates the message be-
fore moving to the next step in the protocol.
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So, based on this in the work, two agents are created for the ASV
and AUV, the ASVNode agent and AUVNode agent. The agents describe
how to generate and process the messages in the ASV and AUV. Agents
are interacting with each other through messages. Messages include
requests, responses and notifications. Responses are sent on request,
while notifications are unsolicited. Agents support parameters that can
be used to configure or monitor the agent.

Messages can not only be sent to specific agents but also can be
broadcast on a topic. All agents subscribing to a topic receive a message
broadcasted on that topic. Unsolicited notifications are usually sent
on topics associated with an agent since an agent does not know a
priori which other agent might be interested in that notification. A
collection of requests, responses, notifications, and parameters that
form a cohesive functionality is known as a service.

Figs. 8 and 9 show the functionalities of ASV and AUV node agents
during the startup () and processMessage (). Given these two agents, a
complete set of functionalities during the setup () and process methods
are explained with respect to Figs. 8 and 9.

The startup () phase is similar to turning on various services, while
the processmessage () processes and evaluates the message before
moving to the next step in the protocol. Various protocols, like the Ini-
tialization protocol (Protocol INIT) for network initialization, by broad-
casting TDMA slot length, CSMA slot length, Delay length; Acknowl-
edgement protocol (ACK) for sending acknowledgement message con-
taining the node address; TDMA initialization protocol (TDMA-INIT)
for broadcasting TDMA schedules; TDMA protocol (TDMA) to send the
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Fig. 9. Functionalities of processmessage() created for the agents ASV and AUV.
able 1
arameters for simulation of proposed protocols on UnetSim.
Sl. no. Parameters Value

1 Frequency of operation (f) 25 kHz
2 ASV depth 0 m
3 Bit Rate (BR) 10k bps
4 AUV depth 100 m
5 channel model Protocol channel model
6 No. of ASV 1
7 No. of AUVs 3
8 Region of operation 1 km × 1 km

data and ranging information; CSMA protocol to send additional/extra
information (CSMA) are created.

In the startup() method, ASV and AUV subscribe to DATAGRAM
services for incoming messages and initialize physical layer commu-
nication by initializing the phy agent. Both agents will subscribe to
the topic to receive messages from the physical layer; initializing the
node agent will provide the node information. Agents implement most
of their functionality with behaviours. The startup() method is called
by OneShotBehavior, and the processMessage() method is called from
a MessageBehavior; however, these are implicit behaviours created by
the UnetAgent base class. Meanwhile, some behaviours are explicitly
added. One such case is adding WakerBehavior to trigger periodic
neighbour Broadcas for neighbour discovery, for the process to repeat
after a specific interval.

In the processessage () method, the ASV and AUV will process and
evaluate the messages received. If the ASV receives a DatagramNtf
with ACK protocol, it has to decode acknowledgement data, update the
neighbour’s list, and increment the counter for received acknowledge-
ments (NBRx). When a DatagramNtf with TDMA protocol is received,

it must decode TDMA data, increment the TDMA receptions (TDMARx)
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counter and process TDMA data. While receiving DatagramNtf with
CSMA protocol, it will process CSMA data and increment the counter
for CSMA receptions (CSMARx). It will further provide access methods
for retrieving parameter lists.

When the AUV receives the DatagramNtf from another node, it will
set the channel busy flag to indicate that the communication channel
is busy. Then, it schedules WakerBehavior to reset the channelBusy
flag after 1500 ms. If it receives DatagramNtf with INIT protocol,
it will decode initialization data and extract parameters such as td-
maSlotLength, csmaSlotLength, and delayLength. Then, it will respond
with an acknowledgement (ACK) msg if the channel is not busy. If the
channel is busy, it will schedule a WakerBehavior for backoff and CSMA
transmission. If DatagramNtf with TDMA INIT protocol is received,
it must decode TDMA initialization data and process it to set up the
transmission in assigned TDMA slots. Again, it has to be scheduled for
a behaviour for CSMA transmission after the completion of the TDMA
transmission. If DatagramNtf with other protocols is received, it has to
Process other protocols.

6.1. Results and discussions

The Load-Adaptive MAC protocol for the proposed topology is
compared with other protocols like Aloha, CSMA, and TDMA in the
simulation platform. The simulation parameters are given in Table 1.
These protocols are compared with respect to the number of nodes vs
throughput and simulation time vs throughput.

For a 4-node scenario, simulations are done for varying simulation
times. Fig. 10(a), (b), (c) shows the box plots, depicting the range of
throughput for the 4-node scenario consisting of 1 leader ASV and 3
AUVs. The box plots are drawn for varying simulation times of 1 h, 5 h
and 10 h respectively. From the figures, it is obvious that the range of
throughput for respective protocols only shows small variations with

respect to the simulation time.
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Fig. 10. Box plots showing the range of throughput for 4-Node scenario of various protocols ALOHA, CSMA, TDMA, and Load-Adapt. MAC protocols for varying simulation time
and plot of 4-node simulation for varying simulation time.
The time-varying plot of the mentioned protocols in the 4-node
scenario is shown in Fig. 10 (d). It has been observed that the through-
put of Load-Adaptive MAC is greater than that of CSMA and ALOHA.
However, TDMA has higher throughput than that of Load-Adaptive
MAC. Nevertheless, TDMA needs fixed schedules and cannot handle
the dynamic/varying load in the network. The proposed Load-Adaptive
MAC can guarantee the TDMA’s reliability and the CSMA’s flexibility.
The CSMA has the lowest throughput. Combining the TDMA and CSMA
protocols can give a better performance comparable to the TDMA
MAC protocol. This figure also implies that the throughput of varying
simulation hours of 1, 5, and 10 h does not show much deviation in the
respective protocols. This ensures the scalability of the protocols under
varying simulation times. An example Log File for Load-Adaptive MAC
for a 4-node scenario is also included in Appendix.

The protocols have also been tested for varying numbers of nodes.
Fig. 11 shows the throughput of various protocols concerning the
number of nodes. With varying nodes of 5, 10 and 20 for a constant
simulation time of 2 h, Fig. 11(a), (b), (c) gives the box plots showing
the range of throughput for various iterations corresponding to the
mentioned protocols. To express the relationship between varying num-
bers of nodes and throughput, median values of iterations are plotted
in Fig. 12(a). This implies that throughput does not vary significantly
with varying no. of nodes for the mentioned protocols. This implies the
scalability of protocols concerning the number of nodes.

Fig. 12(b) shows the packet delivery ratio (PDR) of various protocols
to the number of nodes. It has been observed that the PDR of the pro-
posed Load-Adapt. MAC protocol is higher than the CSMA and ALOHA
protocols, and results concerning the TDMA MAC are comparable. The
PDR of the proposed MAC did not vary much with respect to the
number of nodes.
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The proposed Load-adaptive MAC shows comparable performance
with TDMA MAC at a higher cost of flexibility. The proposed protocol
gives scope to the nodes in the network to adapt to the dynamic load
and give room for urgent message exchanges when demanded.

However, various limitations and challenges can be addressed for
the proposed network. As mentioned, this work has considered only
a scaled version of the actual topology comprising multiple ASVs and
AUVs for building the MAC protocol. The protocol development of such
a network should address dynamic clustering similar to that of mobile
networks (cellular networks), which are implemented in multi-hop
networks to form periodic dynamic clusters.

The coordination and communication among the ASVs have to be
further developed. Here, it is assumed that the ASVs are in the quasi-
static state. However, to build the actual topology, coordinated motion
of the ASVs is required to move from the already explored region to
the next unexplored region. The coordinated motion of ASVs requires
proper path-planning techniques.

Although this work has shown the provisions of message exchanges
for ranging/navigation, a proper localization algorithm can be imple-
mented for the localization of the network as a whole (network of ASVs
and AUVs) and to navigate to the frontiers successfully to map the RoI.

7. Conclusion

This paper designed a tailor-made MAC protocol for frontier de-
tection to build a map of an event of interest. The topology of the
multi-vehicular network comprises a hybrid fleet of vehicles. ASVs with
navigational capabilities are used as leaders, and the AUVs with data
collection abilities serve as followers. The ASV will lead the AUVs to
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Fig. 11. Box plots showing the range of throughput of various protocols ALOHA, CSMA, TDMA, and Load-Adapt. MAC protocols for varying no. of nodes and constant simulation
time.

Fig. 12. Throughput vs no. of nodes and PDR vs no. of nodes for the protocols.
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Fig. 13. Example Log File for Load-Adaptive MAC for 4-Node scenario.
he next frontier points for the collected data from the AUVs. A load-
daptive MAC protocol is proposed here that can adjust to dynamic
obility and load in the network. The protocol ensures the reliability of

he TDMA and takes advantage of the CSMA’s flexibility traits. Results
re generated by comparing protocols like CSMA, ALOHA, TDMA and
he proposed Load-Adaptive MAC. The protocols have been compared
ith respect to the throughput vs number of nodes and throughput
s simulation time. It has been observed that the proposed MAC can
erform better than the ALOHA and CSMA protocols. Nevertheless, it
an produce comparable results for TDMA protocol while supporting
he dynamic mobility and load in the network while supporting urgent
ata transmission for the nodes in demand.
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Appendix

An example log file from a 4-node scenario.
A complete log file of one cycle, i.e., including the ASV and AUVs

communication in a basic 4-node scenario, is described in Fig. 13. The
log file captures interactions between nodes in the network simulation.
It includes timestamps, node interactions, network operations, node ac-
knowledgements, and more during one protocol cycle. The operations
start from the neighbour discovery, initiated by the ASV node, followed
by all the mentioned operations and can be seen in the log file.
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